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Abstract

Threshold logic attracts a lot of attention recently due
to nanotechnology advances on its physical implementation.
Hence, many previous works have focused on the synthesis of
threshold logic networks from the Boolean functions. In this
paper, we propose a tool, In&Out, which optimizes a threshold
logic network from the physical implementation perspective.
In&Out consists of two techniques: Add-in and Remove-out.
The Add-in is to transform a threshold logic network into
an implementation friendly network while the Remove-out is
to remove redundant gates from the network. We conducted
the experiments on a set of IWLS 2005 benchmarks. The
experimental results show that the proposed tool can reduce
the implementation cost of threshold networks up to 10% for
the benchmarks.
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1. Introduction

The research on threshold logic can be cast back to the
1960s. In 1961, an effective approach to enumerating the
threshold functions was proposed [31]. In 1962, an approx-
imation method was proposed to determine the input weights
and the threshold value of a threshold logic gate [32]. Later,
linear programming and tabulation methods were proposed
to determine whether a function can be represented in one
threshold logic gate or not [33]. Furthermore, for combina-
tional and sequential threshold logic circuits, many different
hardware implementations have been proposed in the early
days [18] [19]. However, due to the lack of effective hardware
realization, the research of design automation methods for
threshold logic was limited as compared with that of Boolean
logic. Recently, CMOS implementations of threshold logic
gates have been developed and motivate the re-investigation of
threshold logic. On the other hand, threshold logic gates are
the basic nodes of artificial neural network [2], which is the
underlying platform of machine learning [20]. Furthermore,
with the advances of nanotechnologies, many nanoscale de-
vices had been developed, such as resonant tunneling diode
[1] [26], single-electron transistor [6] [7] [9] [12] [22] [28],
and quantum cellular automata [27] [30], which also provide
promising and efficient implementations of threshold logic
gates. It had been shown that threshold logic circuits are more
area-efficient than the traditional Boolean CMOS design style
on arithmetic units, like adders and counters [5] [10] [34].

With the advances of implementing threshold logic devices,
the design automation research on threshold logic has a
rapid development. The multi-level synthesis methodologies of
threshold logic network have been proposed [8] [14] [15] [16]
[25] [34]. A static timing analysis for threshold logic circuits
has been proposed [29]. The verification and equivalence
checking on threshold logic networks have also been proposed
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[17] [35]. Moreover, the testing issue for the threshold logic
networks has been addressed [13].

A Linear Threshold Gate (LTG) is a logic gate with n
binary inputs, z1,s,...,T,, and one binary output f. The
representation of an LTG is shown in Fig. 1. The elements
of an LTG are weights, wy, wo, ..., w,, which are associated
with its inputs x1, Zs, ..., T,, and a threshold value T'. These
weights can be positive or negative integers. The output f of
an LTG is defined as EQ(1).

L) = -t (1)

f(l’l,l’g,... n
i=1

The output f is 1 if the summation of each product x; X w;
is greater than or equal to the threshold value T'. Otherwise, the
output f is 0. A threshold function is a Boolean function that
can be realized by a single LTG. Compactness is one of the
advantages of threshold logic. It means that we can represent
a Boolean function by using a fewer threshold logic gates. For
instance, f = x1 + (z2(x5 + x4 + x526)) in Fig. 2(a) can be
represented by a single LTG as shown in Fig. 2(b).

In the implementation of threshold logic circuits, there are
many factors that need to be considered, e.g., the number of
input variables of an LTG, the maximum number of fanout
of an LTG, and the ratio between the maximum weight and
the minimum weight of an LTG. Some factors are even the
restrictions for efficient hardware implementations of threshold
logic circuits [11]. Furthermore, the general objectives of
synthesizing a threshold logic network are the minimization of
summation of weights and threshold value, the minimization
of gate count, and the minimization of level. The first two
objectives are related to the area of circuits while the last one
is related to the delay of the circuits. However, these objectives
usually are the tradeoffs in the design consideration [4].

In the multi-level synthesis and optimization approaches
for threshold logic networks, the authors usually need cost
functions for guiding the optimization process and evaluating
the quality of the resultant threshold logic networks. Unfortu-
nately, some previous works [8] [25] only used the gate count
of a circuit as the cost function while others only used the
summation of weights and threshold values in the whole circuit
as the cost function [23]. In fact, considering only one of them
as the cost function is improper, this is because the resultant
threshold logic networks will be extremely biased. That is,
when using the gate count as the cost function, the network

Fig. . An LTG model.
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Fig. 2. The Boolean function f = z1+(z2(x3+z4+2526)) representing in
(a) Boolean logic and its corresponding threshold logic. (b) A single threshold
logic gate.

=

with a fewer number of LTG is obtained, even the LTGs might
have more input variables, and extremely large weights and
threshold values. This situation will increase the difficulty or
even violate the restrictions in the physical implementation of
an LTG [3]. On the other hand, when using the summation
of weights and threshold values as the cost function, the
threshold logic network might be connected with more simpler
functions, like AND or OR gates. This situation will increase
the gate count and delay such that the compactness advantage
of threshold logic is diminished.

Thus, to balance the objectives, in this paper, we adopt a
hybrid cost function that integrates the both objectives together
— considering the gate count, weights, and threshold values
simultaneously in the proposed tool. For the objective of level
of threshold logic circuits, it will be implicitly considered in
this cost function. This is because using this cost function, the
level of the threshold logic circuits will be moderate.

The proposed In&Out consists of Add-in and Remove-
out techniques. The Add-in is to transform a threshold logic
network into an implementation friendly network. This is
because the final implementation will be linked to this netlist,
no further technology mapping process is necessary. In the
Add-in technique, we propose two theorems to efficiently
determine if the structure transformation, i.e., adding an LTG,
reduces the cost. In the Remove-out technique, we model the
redundant gate removal as a SAT problem and use SAT-solvers
to determine the redundancy in the network. Experimental
results on a set of IWLS 2005 benchmarks show that the
proposed tool can reduce the cost up to 10%.

The main contributions of this work are two-fold:

1. This is the first work that simultaneously considers the gate
counts, the weights, and the threshold values of threshold logic
network as the cost function during the synthesis. With this, the
resultant threshold logic network is implementation friendly
and practically cost-efficient.

2. We propose a synthesis tool, In&Out, that generates an
implementation friendly threshold network.

2. Preliminaries

In this section, we review the characteristics of threshold logic,
and introduce some background which will be used in our
approach.

2.1. LTG Basics Each LTG can be represented as a weight-
threshold vector (w1, ws, . .., wy; T). For example, we can use
(7,5,2,2,1,1;7) to represent the LTG in Fig. 2(b). Addition-
ally, the functionality of a threshold logic gate can be analyzed
due to its output evaluation mechanism - the relationship
between the summation of input-weights and the threshold
value. According to this relationship, we can derive don’t care
bit in a positive-weight threshold logic gate. For example with
Fig. 2, the input pattern 100000 produces the output of 1.
Hence, we can derive that the patterns “1————— ”” also have
the output of 1, where “—” denotes don’t care.
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An LTG and its CEVs.
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Fig. 4. (a) AND gate LTG. (b) Hyperplane and half-space of an AND gate.

2.2. Positive-negative weight transformation

According to the definition of an LTG, we know that the
weights can be positive or negative numbers. However, the
negative weights increase the difficulty for analyzing the
threshold logic network. Therefore, we transform the negative
weights and threshold values in the LTGs by applying the
positive-negative weight transformation method [24].

This transformation method is as follows [24]. First, the
negative weight is negated to the positive one and the inverter
is passed to its corresponding input. Then, the threshold value
of the LTG is modified by adding the absolute value of the
negative weight. This transformation is repeated until all the
weights become positive.

Since the transformation method is reversible, we will revert
the transformation after synthesis for cost calculation and
comparison.

2.3. Critical-effect vectors

An LTG has a critical-effect if and only if there exists an input
assignment such that the output changes from 1 to O when any
one of its inputs in this assignment changes from 1 to 0 [23].
The input vector that satisfies the mentioned property is called
the Critical-Effect Vector (CEV) of the LTG. For instance in
Fig. 3, an LTG (1,2, 3;3) has two CEVs, (a,b,c) = (0,0,1)
and (1,1,0). That is, if we change one input from 1 to O in
the CEV, the output will also change from 1 to 0. CEVs can
be derived by the algorithm proposed in [23].

2.4. Hyperplane and half-space

Hyperplane and half-space play an important role in the field
of geometry and algebra. In this subsection, we focus on the
relationship among the hyperplane, half-space and threshold
logic gate.

The function of an LTG can be presented as a hyperplane
in an n-dimensional space, i.e., H : Z?:l z;w; = T. The
half-space described by >, z;w; > T and Y ., zw; <T
are represented as the positive half-space H™ and the negative
half-space H~, respectively. When any point located in H™ is
applied to the threshold logic gate, the output is 1. Otherwise,
the output is 0.

For example, the threshold logic gate (1,1;2) as shown in
Fig. 4(a) produces the output of 1 if and only if z x 1 +
y X 1 > 2. The function of this threshold logic gate can be
illustrated in a two-dimensional plane as shown in Fig. 4(b). In
Fig. 4(b), when any point that is on or above the hyperplane
L : x+y = 2 is applied to the threshold logic gate, the
output f is 1. Therefore, we can represent the relationship
among the hyperplane, half-space and threshold logic gate on
an Euclidean space.



TABLE 1. THE COST WITH DIFFERENT PARAMETER .

cost

«
Fig. 2(a) | Fig 2(b)
0 4 1
0.1 5.1 34
0.5 9.5 13
0.9 139 226
1.0 15 25

3. Add-in Technique

Before getting into the proposed synthesis method, we first
introduce the proposed hybrid cost function as EQ(2)

cost = « - Z(Z wi; + ;) + (1 — ) - |gate]  (2)
i g

where « is balance parameter about the summation of weights
and threshold value, and the gate count, w;; is the weight of
input x; in the gate i, T; is the threshold value of gate i,
and |gate| is the gate count in the whole threshold network.
EQ(2) is written as the linear function with respect to «
parameter, and « is determined by designers based on the
physical implementation of the used LTG device. However,
this equation can be even expressed as quadratic with respect
to a for a more sophisticated modeling. Nevertheless, in this
work, for the demonstrative purpose of using this hybrid cost
function, we adopt EQ(2) and set « as 0.5 to represent the
equal importance of these two objectives.

Table I summarizes the cost values of threshold networks
in Fig. 2 with different « settings in EQ(2). From Table I, we
can realize that @ = 0 or o = 1 is extremely biased and should
be avoided.

Next, we introduce the proposed Add-in technique, which
aims to obtain a transformed network with a lower cost. The
Add-in technique first identifies an LTG, which is the gate to
be transformed. We divide the transformation scenarios into
two cases based on the characteristic of an LTG:

Case 1: For an LTG having a weight that is greater than
or equal to the threshold value: In this scenario, the LTG
produces the output of 1 without considering the values of
other inputs if the input of this weight is 1. In other words,
this input determines the output of 1 independently. With this
property, we can split this input from the LTG. Thus, we
connect this input and the remaining threshold gate with an
OR gate (Add-in) at its transitive fanout cone. If such inputs
are not unique in an LTG, we transform them simultaneously as
Fig. 5 shows. Note that the overall functionality of the circuit
after the transformation is not changed [21]. Here, we propose
Theorem 1 with respect to this case as shown in Fig. 5 to
determine the condition that the cost will be reduced after the
transformation.

Theorem 1. Given an n-input (x1 ~ x,) LTG with
k symmetric inputs ry ~ xx, k > 1, f =
<’w1,’(1)2,...,’lUk,’LUk+1,...,wn;T>,’(U1 =Wz = ... = W =
T, the balance parameter o in the cost function of EQ(2),
the cost is reduced after the transformation if and only if
ak' —k—1) > 1.

Proof: (=) Given an n-input LTG, f =
(w1, wa, ..., Wk, Wkt1,.-.,Wn;T), as shown in Fig.
5(a). The resultant network is as shown in Fig. 5(b)
after the transformation. We would like to prove that the
cost of circuit in Fig. 5(b) is less than that in Fig. 5(a).
According to the cost function, we have an inequality

Xie m K d’ f
et f Xpe+1
x %‘» «’ ™ or
(a) (b)
Fig. 5. The transformation of Case 1: (a) An original LTG. (b) The
transformed LTGs.
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Fig. 6. The transformation of Case 2: (a) An original LTG. (b) The
transformed LTGs.

a-(wy+we ... Fwp+wis1+...tw, +T)+(1—a) 1>
a - (Wgpr1+ ... +w, +T+k+1+1)+ (1 —a)- 2. Since
w=we=...=wp =T, a - (T xk+wg1+ ... +w, +
T)+(1-a)1>a (wgp1+...Fw, +T+Ek+2)+(1—a)-2.
As a result, this inequality, akT + (1 — a) > ak + 2, or
a(kT —k —1) > 1 holds.

E@% We can prove this condition by reversing the proof in
=). [

Before we introduce Case 2, we define two terms first.

Definition 1: An LTG is useless if and only if every input
pattern produces the output of 0.

Definition 2: The input in an LTG is a critical input if and
only if this LTG becomes useless after removing it.

Case 2: For an LTG having a critical input: For a critical
input in an LTG, we can split it from the LTG and connect
the remaining threshold gate with an AND gate (Add-in) at
its transitive fanout cone as shown in Fig. 6. To preserve the
overall functionality in the transformed network, we have to
reduce the threshold value of this LTG by the weight of this
critical input after the transformation [21]. Here, we propose
Theorem 2 with respect to this case to determine the condition
that the cost will be reduced after the transformation.

Theorem 2. Given an n-input (z1 ~ x,,) LTG with the critical
input x1: f = (wy,wa,...,wy;T), the balance parameter
« in the cost function of EQ(2), the cost is reduced in the
tr)ansformed threshold logic network if and only if (2w —
3) > 1L

Proof: (=) Given an n-input LTG, f = (w1, wa,...,wy;T)
as shown in Fig. 6(a), the resultant network is as shown in
Fig. 6(b) after the transformation. We would like to prove that
the cost of network in Fig. 6(b) is less than that in Fig. 6(a).
Therefore, we have an inequality « - (w1 + wg + w3 + ... +
wn+T)+(1—a)-1>a-(wetws+...+wp,+T —wy+1+
142)+ (1 —«)-2. As a result, this inequality, 2aw; —3a > 1
or a(2wy — 3) > 1 holds.

E@% We can prove this condition by reversing the proof in
=).
4. Remove-Out Technique

In this section, we introduce the proposed Remove-out
technique, which can remove redundant gates in a threshold
network.

4.1. An example

As mentioned above, the function of an LTG can be
represented as a hyperplane and half-space. Therefore, we
can use a hyperplane and half-space to express an LTG. For



Fig. 7. (a) The threshold logic network. (b) The relationship of hyperplanes
and half-spaces.

example in Fig. 4, we can derive the inequality z +y > 2
from the LTG (1, 1;2) based on the definition of an LTG. The
equation x+y = 2 is the hyperplane and the positive half-space
represents the on-set space as shown in Fig. 4(b). Since we can
obtain the relationship of hyperplanes and half-spaces of LTGs
on the Euclidean space, we can determine if redundant gates
exist or not. For example, a threshold logic network is shown
in Fig. 7(a) where the weights can be positive or negative. The
hyperplanes and positive half-spaces of A, B, and C' are shown
in Fig. 7(b). Since the functionality of gate D is AB + C, we
can obtain the resultant on-set space at f as shown in gray in
Fig. 7(b) by intersection and union operations. However, we
observe that this space can be generated by B+ C only. Thus,
the gate A is redundant and can be removed.

4.2. Function derivation from the CEVs

Given an LTG, how to derive its function is important in
the Remove-out technique. Here, we propose a theorem that
helps derive the function of an LTG from its CEVs.

Theorem 3. Given an n-input (x1 ~ x,) LTG G with a set
of its CEVs. The function of G can be derived by ORing the
P; of each CEV V;, where P; is the product of input variables
that are assigned 1 in the CEV V.

Proof: Given an n-input (z; ~ z,,) LTG G, and assume that
it has m CEVs, Vi,...,V;, ..., V,,. From the definition of a
CEV, the output of V; is 1. Since all the inputs changing from
0 to 1 in a V; will cause the output unchanged, i.e., output is
still 1, these inputs are don’t care bits of V;. Thus, the function
of V; is P; where P; is the product of inputs that are assigned
1. Furthermore, the function of an LTG G can be determined
by its CEVs. Thus, the function of G =>""", P,. |

For example in Fig. 3, the inputs of the LTG are a, b, c.
The CEVs of f is {V; = 001, V, = 110}. Hence, the function

of f is derived as Z?Zl P,=P,+ P, =c+ab.

4.3. SAT-based identification of redundant gates

In the example of Fig. 7, we identify the redundancy
of gate A from the geometry perspective. However, for the
gate with more inputs, e.g., 6, its hyperplane is within a 6-
dimensional space. For this case, it is hard to have a geometric
understanding about the redundancy. Thus, alternatively, we
model this redundancy identification as a SAT problem and
use SAT-solvers to determine if a gate is redundant. Here,
to tradeoff the effectiveness and the efficiency of redundancy
identification, we only identify the redundancies within a two-
level sub-circuit. Fig. 7(a) is an example of two-level sub-
circuit. In Fig. 7(a), the rear gate D is called the functional
gate and its fanin gates A, B, and C are called the candidate
gates.

Next, we explain the SAT modeling of this Remove-out
technique. Since the function in the functional gate is in
Sum-Of-Product (SOP) form by Theorem 3, we would like
to examine if there exists any candidate gate contained by

(a) (b)

Fig. 8. The relationship between on-sets. (a) A is completely contained by
B. (b) B is completely contained by A.
A
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Fig. 9. An example of AND-phase.
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other candidate gates through AND, OR operations. Thus, the
modeling contains two phases: AND-phase and OR-phase. The
AND-phase is to examine the relationship between internal
variables, while the OR-phase is to examine the relationship
between product terms.

1) AND-phase: In this phase, we focus on the relationship
between internal variables in a product term. For two internal
variables in a product term, if the on-set space of a variable
(gate) A is completely contained by that of another variable
(gate) B, as shown in Fig. 8(a), the variable (gate) B is
redundant. Thus, we can model this situation as EQ(3)!

A-B=1 3)

such that when the SAT-solver returns UNSAT for EQ(3), B
is redundant. To simultaneously consider that either variable
A or B in a product term is redundant, we update the model
as shown in EQ(4).

A-BpA-B=1 “

If EQ(4) is SAT, that means {A-B = 1,A- B = 0} or
{A-B=0,A-B =1}.By considering A-B=0o0r A-B=0
we known that either A or B is redundant. However, EQ(4)
is modeled as SAT for identifying the redundancy, which is
improper for SAT-solving process. Thus, we add a complement
on it as shown in EQ(5),

A-BeA-B=1 )

such that when EQ(5) is UNSAT, either A or B is redundant.
After this, we then further check the equations like EQ(3) to
determine which variable is redundant.

For example, as shown in Fig. 9, gates A and B are the
candidate gates and gate C' is the functional gate. The function
of gate A, gate B, and gate C' are A =1ik+j, B=j+k+
! and C = AB, respectively. Thus, we check the equation
(tk+j)- J+k+1)®@k+7)-(j+k+1) = 1 according
to EQ(5). The result is UNSAT, which indicates either A or
B is redundant. Then we further check the function (ik + j7) -
(j+k+1) =1, and find that it is UNSAT. As a result, the
candidate gate B is redundant.

Similarly, for the product term with more than two vari-
ables, e.g., A, B, and C, EQ(5) can be extended as EQ(6). We
apply the similar procedure to determine the redundancy.

A-B®A-B-A-CpA-C-B-CeB-C=1 (6)

UIf the relationship of A and B is like Fig. 8(b), the modeling is expressed
as A-B=1.
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Fig. 10. Update the weights and threshold values in the AND-phase. (a) The
original gate. (b) The updated gate.

a

a
b b
f —f
c c
) (b)

(a

Fig. 11. Update the weights and threshold values in the OR-phase. (a) The
original gate. (b) The updated gate.

2) OR-phase: In the OR-phase, we focus on the relation-
ship between product terms in a functional gate. For example,
in Fig. 7(a), we examine the relationship between two product
terms AB and C. Since this is an OR operation between
two product terms, the product term with a smaller on-set
space is redundant when there exists another product term that
completely contains it.

We also use the modeling in EQ(3) to find the redundant
product term where A and B represent product terms instead of
variables. Note that in the OR-phase, when EQ(3) is UNSAT,
it means that the product term A rather than B is redundant.

4.4. Weights and threshold values update

After removing out the redundant gates, we have to update
the weights and threshold value of the functional gate accord-
ingly. The functionality of the functional gate after the update
is still the same.

3) AND-phase: For the redundant inputs, its weights are
changed to 0. Then, the threshold value is reduced by the
weights of redundant inputs. For example, as shown in Fig.
10(a), assume that b is identified as redundant in the AND-
phase. Thus, we set O to its weight and update the threshold
value by reducing the weight of input b, as shown in Fig.
10(b)>.

4) OR-phase: For the redundant product term in the OR-
phase, we change its weights to 0 and make the threshold
value intact. For example, as shown in Fig. 11(a), assume that
c is identified as redundant in the OR-phase. The weight of
this rgdundant product term is changed to 0, as shown in Fig.
11(b)".

5. Overall algorithm

Fig. 12 shows the overall algorithm of our approach.
The input is a threshold logic network and the output is
an optimized threshold logic network. The positive-negative
weight transformation is the preprocessing stage. The next
stage is to apply the Add-in technique such that the network is
restructured for reducing the cost while preserving the overall
functionality. Next, we conduct the Remove-out technique for
removing the redundant gates. At the end of our algorithm, we
perform the positive-negative weight transformation again to
eliminate the inverter gates.

6. Experimental results
We implemented the proposed tool in C++ language. The
experiments were conducted on a 3.0 GHz Linux platform

2For the inputs with the weights of 0, we can also directly remove them
from the functional gate.
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Fig. 12. The overall flow of our tool.

with Intel Xeon E5530. The benchmarks were selected from
IWLS 2005 [36] and MCNC. These benchmarks were initially
synthesized as threshold logic network, using the number of
primary input as the fanin number constraint.

In the experiments, we demonstrate the capability of the
proposed tool in the optimization of threshold network in terms
of the cost reduction. Table II summarizes the experimental
results. Column 1 lists the benchmarks. Columns 2 and 3
show the number of LTGs and the summation of weights
and threshold values of the original benchmarks, respectively.
Column 4 lists the original cost where the balance parameter
« is set as 0.5 for the ease of demonstration. Columns 5 and 6
are the number of instances in Case 1 and Case 2, respectively.
Columns 7 and 8 list the number of redundant gates which have
a single fanout in the AND-phase and OR-phase, respectively.
Columns 9 to 11 show the corresponding results after applying
our tool. Column 12 shows the ratio of cost reduction. Finally,
the CPU time measured in second is listed in the last column.

According to Table II, the ratio of cost reduction after the
optimization can be up to 10%. However, some benchmark like
C1355 is only a little. Therefore, the amount of cost reduction
strongly depends on the initial circuit structure. This is also the
limitation of this optimization approach. In fact, obtaining a
global optimal result for a benchmark is intractable. Note that
here we do not compare this work with the previous works.
This is because we cannot obtain the optimized networks
from the previous works. Also, the cost functions they used
are different from ours such that the comparison might be
unjustified. Furthermore, if we set = 0 in EQ(2) to compare
the gate count or set & = 1 to compare the summation of



TABLE II.

THE EXPERIMENTAL RESULTS OF OUR TOOL.

Ours
Initial Add-in Remove-out Optimized
Benchmark [[LTG] Sum Cost |[Case 1] [Case 2] [ AND-phase OR-phase | [LTG] Sum Cost |Impr.(%)| T(s)
C1908 287 1316 801.5 1 8 0 24 271 1202 736.5 8.11 7.46
usb_phy 288 1362 825 4 13 2 3 305 1310 807.5 545 14.82
481 320 1613 966.5 18 12 0 4 334 1481 907.5 6.1 4.84
C1355 340 1662 1001 2 0 0 0 344 1650 992 0.9 12.22
rot 354 1606 980 3 13 1 9 340 1462 901 8.06 6.94
alu4 372 1768 1070 4 7 0 4 377 1703 1040 2.8 11.65
x3 390 1749 1069.5 0 6 2 3 378 1692 1035 3.23 4.02
i2c 503 2928 1715.5 23 25 0 1 547 2553 1550 9.65 5.09
frg2 509 3021 1765 64 69 0 16 606 2618 1612 8.67 4.64
pci_spoci_ctrl | 566 2718 1642 21 25 2 6 573 2526 1549.5| 5.63 5.55
simple_spi 570 2385 1477.5 7 17 0 2 581 2291 1436 2.81 6.01
pair 712 3330 2021 9 25 4 9 699 3137 1918 5.1 29.69
dalu 782 3135 1958.5 6 3 3 4 754 3022 1888 3.73 1619.14
C5315 1076 3925 2500.5 0 1 0 8 1049 3860 2454.5 1.84 16.12
§9234 1080 5791 34355 17 60 5 20 1142 5044 3093 9.78 1187.58
C7552 1520 5362 3441 1 1 1 14 1483 5241 3362 2.31 1918.29
C6288 1818 7619 4718.5 12 11 0 0 1829 7361 4495 4.74 46.14
s13207 1935 7689 4812 17 51 2 26 1837 6743 4290 10.85 368.95
systemcdes | 2070 9096 5583 7 46 13 11 2016 8595 5305.5| 4.97 46.01
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