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#### Abstract

Power consumption has become one of the primary challenges to meet Moore's law. For reducing power consumption, single-electron transistor (SET) at room temperature has been demonstrated as a promising device for extending Moore's law due to its ultralow power consumption in operation. Previous works have proposed automated mapping approaches for SET arrays that focused on minimizing the number of hexagons in the SET arrays. However, the area of an SET array is the product of the bounded height and the bounded width, and the height usually equals the number of inputs in the Boolean function. Consequently, in this paper, we focus on the width minimization to reduce the overall area in the mapping of the SET arrays. Our approach consists of techniques of product term minimization, branch-then-share (BTS)-aware variable reordering, SET array architecture relaxation, and BTS-aware product term reordering. The experimental results on a set of MCNC and IWLS 2005 benchmarks show that the proposed approach saves 45\% of width compared with the work by Chiang et al., which focused on hexagon count minimization, and also saves $13 \%$ of width compared with the work by Chen et al., which focused on width minimization.
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## I. Introduction

REDUCING power consumption has become one of the primary challenges in chip designs to meet Moore's law. To deal with this issue, many ultralow-power devices have
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Fig. 1. (a) Node device in the SET array. (b) Behavior of the node device.
been explored. Because the power consumption of singleelectron transistors (SETs) [3]-[6], which work with only one or a few electrons during switching operations, is ultralow, SETs are considered a promising candidate that substitutes conventional CMOS devices for future VLSI/system-on-chip designs [7]-[11].
The SET devices were studied in many research groups [12]-[17]. A recent effort in [15] experimentally confirmed a reconfigurable single-electron device that can be operated in short, Coulomb blockade, and open-mode operations. This paper also indicates that scaling of the device dimension beyond the proof-of-concept experimental device will enable a room temperature operation. Hence, designs that use these devices become imperative. The SET device exploits a multigate quantum well-field-effect-transistor structure, which uses a pair of split gates with a separation of 80 nm , to achieve the single-electron device behavior at temperature of 4.2 K .

Although the SET is a promising candidate device to substitute the CMOS, it has a poor driving capability and poor threshold control due to the involvement of only one or a few electrons in the switching process. Therefore, the conduction mechanism of the conventional CMOS-based logic is not applicable to SETs. As a result, a binary decision diagram (BDD)-based architecture [18] was proposed as a suitable platform for implementing logic functions using SETs [19]. Therefore, a Boolean circuit can be implemented by mapping its BDD onto a BDD-based SET array that is represented as a hexagonal nanowire network controlled by Schottky wrap gates [3], [20], [21].

In the BDD-based SET array, each node device, as shown in Fig. 1(a), has two receiving edges and one sending edge. It works like a switch that receives the electrons from its


Fig. 2. (a) Original SET array. (b) Area of the SET array is intact even though the number of hexagons is reduced.
preceding devices through either its left or its right edge and sends the electrons to its succeeding device depending on the control variable, as shown in Fig. 1(b). The control variable is the input variable of a Boolean circuit. The node device can be realized by controlling nanowires with wrap-gate SET that has two operating modes: 1) active-high (high) and 2) active-low (low). Either the left or the right edge can be high or low. For example, in Fig. 1(b), when the control variable $x_{i}$ equals 0 and the left (right) edge is low, the node device receives the electrons through the left (right) edge. Similarly, when the control variable $x_{i}$ equals 1 and the left (right) edge is high, the node device receives the electrons through the left (right) edge. Furthermore, all node devices at the same row in the SET array are controlled by a single-input variable.

The realization of the BDD-based SET architecture in [21] is fixed and not amendable to functional reconfiguration. This structure cannot be changed to implement another different function due to the involvement of an etching process in its realization. Thus, a reconfigurable version of SET that uses wrap gate tunable tunnel barriers was proposed in [22]. This device can be operated in three distinct modes with respect to wrap gate bias-voltages: 1) active; 2) open; and 3) short. Thus, it enables functional reconfiguration and increases the flexibility and reliability of the BDD-based SET arrays [3], [19]-[21].

In parallel with the advances of SET array realization, the automatic synthesis methods were proposed in [23] and [24]. These works sequentially mapped each product term of a Boolean function instead of its whole BDD to solve the mapping problem coming from the nonplannar, i.e., having crossing edges, BDD representation. Furthermore, the proposed mapping approach in [1] focuses on reducing the number of hexagons in the mapped SET arrays using reordering techniques. This paper statically analyzed product terms and variables for extracting features to share nodes and edges in the mapping process. For simplicity, these previous works only allow the same type of configuration, either (high, low) or (low, high), in the whole SET array.

The major purpose of the automatic mapping approach should be to map a circuit within a given SET array area successfully. Although approaches in [1], [23], and [24] minimized the number of hexagons mapped in SET arrays, the reduction of mapped area might not be significant. Minimizing the number of hexagons would not reduce the SET device cost and the SET array area. For instance, Fig. 2(a) and (b) shows an example that different numbers of hexagons result in the same area of SET array. In fact, the area of an SET array is


Fig. 3. (a) SET array fabric. (b) Example of $\mathrm{a} \oplus \mathrm{b}$. (c) Simplified diamondshaped network of $a \oplus b$ [23].
determined by its bounded height and bounded width. ${ }^{1}$ Width minimization is more important for an automatic mapping approach to map a circuit into an SET array successfully. As a result, in this paper, we propose an approach to focus on minimizing the width of the SET arrays.

Let us discuss factors influencing the width of mapped SET array. First, fewer product terms usually result in a mapping with a smaller width. Therefore, minimizing the number of product terms is a feasible method. Second, if node or edge sharing among product terms is more, the width could be reduced as well. Finally, if the configuration in each row of SET array is relaxed to different types, more mapping opportunities can be exploited for width minimization. Thus, in this paper, we propose an approach that consists of four techniques: 1) product term minimization; 2) branch-thenshare (BTS)-aware variable reordering; 3) SET array architecture relaxation; and 4) BTS-aware product term reordering for minimizing the width of SET arrays.

We conduct the experiments on a set of MCNC and IWLS 2005 benchmarks. The experimental results show that the proposed approach can minimize the width of SET arrays by saving $45 \%$ of width, compared with a previous method [1], which focused on the hexagon count minimization. In addition, comparing with a previous work [2], which focused on width minimization, our approach can save $13 \%$ of width.

The rest of this paper is organized as follows. Section II reviews the SET device and introduces the background. Section III introduces the proposed approach for minimizing the mapping width of SET arrays. Section IV shows the experimental results. The conclusion is drawn in Section V.

## II. Background

This section introduces the SET device and the background of this paper.

## A. Reconfigurable BDD-Based SET Array

A reconfigurable BDD-based SET array consists of three layers: 1) Input signal layer; 2) configuration layer; and 3) device layer. The input signal layer involves metal wires to conduct input signals to SET devices. The configuration layer involves metal wires to control the operation modes of SET devices, e.g., high, low, short, and open. The bottom layer is the device layer that is composed of SET device
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Fig. 4. (a) Constraint-free mapping. (b) Mapping with the fabric constraint.
network [2], [22]. A reconfigurable BDD-based SET array can be represented as a hexagonal network, as shown in Fig. 3(a) [22]. There is a current detector at the top and a current source, represented as 1 , at the bottom. When the electrons are transported from the current source to the current detector through a conducting path, which is controlled by the input variables, the current is detected and the output value of the Boolean circuit is 1 ; otherwise, it is 0 . All the sloping edges in the SET array can be configured as high, low, short, or open. A high edge indicates that the corresponding node device operates in active mode controlled by a variable $x$. Conversely, a low edge is controlled by $x^{\prime}$, and it is an electrical opposite of a high edge. Furthermore, a short (open) edge is electrically short (open), where the corresponding SET device operates in short (open) mode. For example, Fig. 3(b) shows an implementation of $a \oplus b$. The current detector detects the current, i.e., the function is evaluated as 1 , when either $(\mathrm{a}=1, \mathrm{~b}=0)$ (left path) or $(\mathrm{a}=0, \mathrm{~b}=1)$ (right path). This behavior exactly represents the function of $a \oplus b$.

## B. Notation

For ease of discussion, a simplified abstract diamond fabric was proposed in [23] and used in [1] and [24]. In the simplified diamond fabric, since all the vertical edges of the hexagons are electrically short, only the sloping edges are preserved. Fig. 3(c) is the corresponding diamond-shaped network of the hexagonal network in Fig. 3(b).

## C. Fabric Constraint

Fig. 4(a) shows a configured SET array without imposing any mapping constraint. However, there is a practical mapping constraint called fabric constraint that has to be met. The constraint limits the configurations of an SET array due to the manufacturing limitation [1], [14], [22]-[24]. Hence, our work maps the SET arrays under the fabric constraint as well.

A reconfigurable SET device involves metal wires to configure itself into high, low, short, or open mode. The configuration of metal wires physically dominates the SET array area [2]. In manufacturing, an SET array would have a higher circuit density when the combinations of metal wires in the configuration layer are reduced [22]. To reduce the area, we only configure the combination of the metal wires of an SET device as one of (high, low), (low, high), (short, short), or (open, open), and both the (high, low) and (low, high) configurations are not allowed to appear in the same row simultaneously. This constraint on the configuration


Fig. 5. LTG implementing the function $f=x_{1}+x_{2} x_{3}^{\prime}$.
combination is called the fabric constraint. We use the notation (high, low) or (low, high) to represent the configuration of each row in an SET array. Fig. 4(b) shows an SET array that meets the fabric constraint. In Fig. 4, P1 ~ P3 are product terms, where "-" means don't care.

## III. Proposed Approach

In this section, we introduce the proposed approach that consists of four techniques for the width minimization of SET arrays: 1) product term minimization; 2) BTS-aware variable reordering; 3) SET array architecture relaxation; and 4) BTS-aware product term reordering. We will discuss them in Sections III-A-III-D.

## A. Product Term Minimization

In general, fewer product terms usually result in a mapping with a smaller width. Therefore, in addition to the BDD-based approach used in [1], [23], and [24], we can use other methods to figure out the product terms of a circuit. Note that these product terms obtained have to be mutually disjoint to each other as obtained from its BDD. ${ }^{2}$ This is because only one path can be conducted at a time in an SET array from its physical characteristic [22]. As a result, we compute disjoint product terms from a threshold network representation of a circuit. The threshold network representation of a circuit can be obtained from [25]

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \begin{cases}1 & \text { if } \sum_{i=1}^{n} x_{i} w_{i} \geq T+\delta_{\mathrm{on}}  \tag{1}\\ 0 & \text { if } \sum_{i=1}^{n} x_{i} w_{i}<T-\delta_{\mathrm{off}}\end{cases}
$$

A threshold network is a network composed of linear threshold gates (LTGs). The parameters of an LTG are weights $w_{i}: i=1 \sim n$, which correspond to inputs $x_{i}: i=1 \sim n$, and a threshold value $T$ [26]. Parameters $\delta_{\text {on }}$ and $\delta_{\text {off }}$ are positive numbers that are used for solving the defect tolerance issue of an LTG implementation. In this paper, we consider a threshold network as a functional representation of a Boolean network and do not consider the implementation issue. Thus, we assume that both parameters $\delta_{\text {on }}$ and $\delta_{\text {off }}$ are zero. The output $f$ of an LTG is evaluated by (1) [27], [28].

For example, in Fig. 5, the LTG generates 1 if $2 x_{1}+$ $x_{2}-x_{3} \geq 1$, and generates 0 otherwise. Since $\left\{x_{1}=1\right\}$ or $\left\{x_{2}=1, x_{3}=0\right\}$ can uniquely make the LTG become 1 , the Boolean function it represents is $f=x_{1}+x_{2} x_{3}^{\prime}$.
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Fig. 6. LTG with a critical input $a$.
In this paper, we assume the weights and the threshold value of an LTG are integers, and use a weight-threshold vector $\left\langle w_{1}, w_{2}, \ldots, w_{n} ; T\right\rangle$ to represent an LTG. We also transform the negative weights of an LTG into positive ones by applying a positive-negative weight transformation procedure [26] for ease of analysis in this paper.

1) Background of LTG: We review the background of an LTG [29]-input grouping, critical input, and critical-effect vector-that will be used in our product term computation procedure.
a) Input grouping: Given an LTG, the input grouping is a process that separates the inputs and its corresponding weights into different groups. We know that the relationship between the weighted summation and the threshold value determines the output value of an LTG. If the weight of one input is equal to the threshold value, this input can change the output from 0 to 1 alone. On the other hand, if the weight of an input is smaller than the threshold value, this input needs the weights from the other inputs to change the output from 0 to 1 . Thus, the inputs of an LTG can be separated as one or more groups based on this idea.
b) Critical input: Given a single-group LTG, an input $x_{j}$ with its corresponding weight $w_{j}$ is critical if and only if the LTG satisfies (2), where $n$ is the number of inputs in this gate

$$
\begin{equation*}
\sum_{i=1, i \neq j}^{n} w_{i}<T \tag{2}
\end{equation*}
$$

That is, the LTG will become a useless gate ${ }^{3}$ when $x_{j}$ is assumed 0 . For example, in Fig. 6, input $a$ is critical because the summation of weights of inputs $b \sim d$ is less than the threshold value.

By the definition of the critical input, we know that assigning 0 to a critical input of a single-group LTG can make this gate become a useless LTG. This characteristic of a singlegroup LTG can be used to compute the product terms of an LTG.
c) Critical-effect vector: Given a single-group LTG, it has a critical-effect if it satisfies (3), where $n$ is the number of inputs in this gate

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i} w_{i}=T \tag{3}
\end{equation*}
$$

An input assignment that satisfies the requirement of the critical-effect for an LTG is called a critical-effect vector. For example, in Fig. 7, input assignments 101 and 110 are the critical-effect vectors of $\operatorname{LTG}\langle 2,1,1 ; 3\rangle$ due to the satisfaction of (3). Changing any input from 1 to 0 in the

[^3]

Fig. 7. LTG and its critical-effect vectors [29].


Fig. 8. Example for demonstrating the computation of onset and offset from an LTG having a single-input group. (a) LTG $\langle 2,1,1 ; 2\rangle$. (b) Temporarily modified LTG considering $\mathrm{a}=0$ and the derived onset and offset. (c) Temporarily modified LTG considering $(a, b)=(0,1)$ and the final onset and offset of the $\operatorname{LTG}\langle 2,1,1 ; 2\rangle$.
critical-effect vectors will also change the output from 1 to 0 . In addition, (3) is a necessary condition if the given LTG is obtained from an ILP-based synthesis algorithm [25]. That means all the critical-effect vectors of an LTG satisfy (3).
2) Onset and Offset Computation for an LTG: Before computing the product terms of a threshold network, we have to compute the onset and offset of each LTG in the threshold network. We first consider the case that an input is a single-input group of an LTG. Since this input can independently change the output from 0 to 1 when it is assigned 1 , we can first compute the onset that involves this input of 1 . We use an example to demonstrate this procedure. Given an LTG $\langle 2,1,1 ; 2\rangle$, as shown in Fig. 8(a), this LTG has two groups and represents the function $f(a, b, c)=a+b c$. If we assign 1 to the input $a$, the output becomes 1 under any combinations of $b$ and $c$. Hence, we can realize $(a, b, c)=$ $(1,-,-)$ is one of the onsets of this LTG, where "-" denotes don't care. Then, we consider the situation that the input $a$ is assigned to 0 . Since $a$ can be ignored when it is assigned to 0 , the LTG can be temporarily modified as $\langle 1,1 ; 2\rangle$, as shown in Fig. 8(b) for deriving other onset elements. In Fig. 8(b), we also explicitly express the undetermined onset and offset of $(a, b, c)=(0, X, X)$ in the table, where $X$ denotes unknown. The onset and offset expressions with $X$ have to be refined to the expressions that do not contain $X$ in the succeeding procedure.

Next, we consider the situation that an input is a critical input of an LTG. According to the definition of a critical input, we know that if the critical input is assigned to 0 , the output is 0 . Thus, one of the offset of this LTG is the one that involves this critical input of 0 . For example, in the modified LTG of Fig. 8(b), the input $b$ is a critical input. ${ }^{4}$ Hence, we can realize $(b, c)=(0,-)$ is one of the offset of this modified LTG. Combining the input $a$ of 0 with $(b, c)=(0,-)$,
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(d)
(b)

| onset | offset |
| :---: | :---: |
| $(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})$ | $(\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d})$ |
| $(1,1,-,-)$ | $(1,0,0,-)$ |
| $(1,0,1,-)$ | $(0,1,1,0)$ |
| $(0,1,1,1)$ | $(0,1,0,-)$ |
|  | $(0,0,-,-)$ |
|  |  |

(e)

Fig. 9. Example for demonstrating the computation of onset and offset from an LTG having no single-input groups and no critical inputs. (a) LTG $\langle 3,2,2,1 ; 5\rangle$ and one of its onset. (b) Modified LTG and derived onset and offset considering $(a, b)=(1,0)$. (c) Modified LTG and derived onset and offset considering $(a, b)=(0,1)$. (d) Modified LTG and derived onset and offset $(a, b)=(0,0)$. (e) Final onset and offset.
we obtain $(a, b, c)=(0,0,-)$, which is one of the offset of this LTG, as shown in the table of Fig. 8(c). Then, we consider the situation that the input $b$ is assigned to $1[(a, b)=(0,1)]$. Note that we also have to modify this LTG where $b$ is assigned to 1 . Since the input $b$ has been assigned to 1 , we remove the input $b$ from the LTG and decrease the threshold value by the weight of input $b$ from the LTG. Thus, the resultant LTG becomes $\langle 1 ; 1\rangle$, as shown in Fig. 8(c). For this modified LTG in Fig. 8(c), we can compute its onset and offset as $(c)=(1)$ and $(c)=(0)$, respectively. Combining $(a, b)=(0,1)$ with $c$, we obtain another onset $(a, b, c)=(0,1,1)$ and another offset $(a, b, c)=(0,1,0)$ of this LTG. Since $c$ is the last input of the LTG, the onset and offset of the original LTG $\langle 2,1,1 ; 2\rangle$ have been completely derived, as shown in Fig. 8(c).

In the example of Fig. 8, we use the concepts of singleinput group, critical input, and an LTG modification process to derive the onset and offset of an LTG. However, some LTGs might have neither single-input groups nor critical inputs. Thus, for these LTGs, we derive their critical-effect vectors instead. Since the inputs have been sorted by weights, we can easily obtain the critical-effect vectors by solving (3) [30]. By the definition of critical-effect vector, we know that the output of a critical-effect vector is always 1 . Hence, the critical-effect vector is definitely the onset of the LTG. For the LTG that has more than one critical-effect vectors, we first derive the critical-effect vector that has the least number of 1. This is because this critical-effect vector can form a bigger product term, ${ }^{5}$ such that the total number of product terms can be minimized. We use an example, as shown in Fig. 9, to demonstrate this computation process with the critical-effect vectors.

Given an LTG $\langle 3,2,2,1 ; 5\rangle$, as shown in Fig. 9(a), this LTG represents the function $f(a, b, c, d)=a(b+c)+b c d$. Since there is no single-input groups and no critical inputs in this LTG, we derive the critical-effect vector having the

[^5]| onset | offset |
| :---: | :---: |
| $(\mathrm{b}, \mathrm{c})$ | $(\mathrm{b}, \mathrm{c})$ |
| $(1,1)$ | $(0,-)$ |
|  | $(1,0)$ |$\quad$| onset | offset |
| :---: | :---: |
| $(\mathrm{a}, \mathrm{b})$ | $(\mathrm{a}, \mathrm{b})$ |
| $(1,1)$ | $(0,-)$ |
|  | $(1,0)$ |$\quad$| onset | onset |
| :---: | :---: |
| $(\mathrm{n} 1, \mathrm{n} 2, \mathrm{n} 3)$ | $(\mathrm{n} 1, \mathrm{n} 2, \mathrm{n} 3)$ |
| $(1,-,-)$ | $(0,0,-)$ |
| $(0,1,1)$ | $(0,1,0)$ |


(a)

| Product term |  |  |
| :---: | :---: | :---: |
| n1 | n2 | n3 |
| $(\mathrm{a}, \mathrm{b})$ | $(\mathrm{b}, \mathrm{c})$ | $(\mathrm{c}, \mathrm{d})$ |
| $(1,1)$ | $(-,-)$ | $(-,-)$ |
| $(0,-)$ | $(1,1)$ | $(1,-)$ |
| $(0,-)$ | $(1,1)$ | $(0,1)$ |
| $(1,0)$ | $(1,1)$ | $(1,-)$ |
| $(1,0)$ | $(1,1)$ | $(0,1)$ |

(b)

(c)

Fig. 10. Example for demonstrating the computation of product terms from a threshold network. (a) Threshold network and the precomputed onset and offset of each LTG. (b) Derived input assignments from (a). (c) Resultant product terms.
least number of 1,1100 . From this critical-effect vector, we can compute $(a, b, c, d)=(1,1,-,-)$ is one of the onset of this LTG, as shown in Fig. 9(a). Then, we consider the remaining combinations $(a, b)=(1,0),(0,1)$, or $(0,0)$, as shown in Fig. 9(b)~(d), respectively. Consider the inputs $(a, b)=(1,0)$, because the inputs $(a, b)$ are $(\mathbf{1}, \mathbf{0})$, the threshold value of this LTG is modified as $5-3 \times \mathbf{1}-2 \times \mathbf{0}=2$ and the modified LTG is shown as Fig. 9(b) by removing the inputs $a$ and $b$. Since this modified LTG has a single-input group, we can easily compute its onset as $(c, d)=(1,-)$ and offset as $(c, d)=(0,-)$ by the method mentioned previously. Combining $(a, b)=(1,0)$ with $(c, d)=(1,-)$ or $(0,-)$, we obtain one onset of the original LTG $(a, b, c, d)=$ $(1,0,1,-)$; one offset $(a, b, c, d)=(1,0,0,-)$. Similarly, if the inputs $(a, b)$ is $(0,1)$, or $(0,0)$, the LTG is modified as Fig. 9(c) or (d), respectively. In Fig. 9(c), the onset is derived as $(0,1,1,1)$, and the offset is derived as $(0,1,1,0)$ and $(0,1,0,-)$. In Fig. $9(\mathrm{~d})$, because this modified LTG is a useless LTG, we can realize $(a, b, c, d)=(0,0,-,-)$ is one of the offset of LTG. In summary, all the onset and offset of the $\operatorname{LTG}\langle 3,2,2,1 ; 5\rangle$ are derived, as shown in Fig. 9(e).

In this computation process, we can ensure that the product terms in the onset and offset are disjoint. This is because we disjointly decompose the input space.

## 3) Product Term Computation From a Threshold Network:

 After computing the onset and offset of each LTG, we then compute the product terms of a threshold network. Given a single-output threshold network, we compute its disjoint product terms from the primary output ( PO ) toward the primary

Fig. 11. Example of product term minimization via swapping the symmetric inputs. (a) Original threshold network and the computed product terms. (b) Threshold network after swapping $n_{1}$ with $n_{2}$. (c) Resultant threshold network after swapping $n_{3}$ with $d$ from (b) and the computed product terms.
inputs (PIs) in a breadth-first search manner. The product terms (onset) of the whole threshold network then can be derived level by level. This is because for two connected LTGs, $G_{i} \rightarrow G_{i+1}$, the input space of $G_{i+1}$ represents the function of $G_{i}$. In particular, if one input of $G_{i+1}$ is assigned to $1(0)$, it represents the onset (offset) of $G_{i}$. Thus, each input of an LTG can be replaced by the onset (offset) of its fanin gate when the input assignment is $1(0)$.
We use an example, as shown in Fig. 10, to demonstrate the product term computation from a threshold network. Fig. 10(a) shows a given threshold network and the precomputed onset and offset of each LTG.

The elements in the onset of the LTG $f\langle 2,1,1 ; 2\rangle$ are $\left(n_{1}, n_{2}, n_{3}\right)=(1,-,-)$ and $(0,1,1)$, as shown in Fig. 10(a). For the first element $\left(n_{1}, n_{2}, n_{3}\right)=(1,-,-)$, we assign 1 to $n_{1}$. Thus, we use the onset of $n_{1}$ to derive the input assignments, $(a, b)=(1,1)$. Then, we also assign - to $n_{2}$ and $n_{3}$, and the corresponding input assignments are $(b, c)=(-,-)$ and $(c, d)=(-,-)$, as shown in the fourth row of Fig. 10(b). Similarly, the second element $\left(n_{1}, n_{2}, n_{3}\right)=(0,1,1)$ in the


Fig. 12. Example of 2-bit BTS.


Fig. 13. (a) Types of BTS. (b) Notations of BTS.
onset is also used to compute the product terms of LTGs, as shown in the last four $(2 \times 1 \times 2)$ rows of Fig. 10(b).

After having the input assignments in the product term table of Fig. 10(b), we need to further refine these input assignments such that no conflict exists for a single input. For example, in the fourth row of Fig. 10(b), the input assignments of $(a, \mathbf{b})$, $(\mathbf{b}, c)$ are $(1, \mathbf{1}),(-,-)$, respectively. Because "-" represents either 0 or 1 , we can assign $b$ as 1 without causing any conflicts. Thus, the input assignment of the fourth row can be refined as $(a, b, c, d)=(1,1,-,-)$, as shown in the third row of Fig. 10(c).

For the product term that has conflict values, 0 and 1 , in one variable, we discard this product term. For example, in the last three rows of Fig. 10(b), there exists a value conflict to either variable $b$ or $c$. Therefore, we discard all of them. As a result, the resultant product terms of this threshold network are obtained and summarized in Fig. 10(c).

Next, we propose a technique that swaps the symmetric inputs in an LTG to obtain a smaller set of product terms. Since the don't care bit "-" covers 1 and 0 , and having more "-" in a product term generally causes the product term set of a function smaller, we prefer to create more don't care bits in one product term during the computation process. Based on this preference, we propose a method that changes the locations of symmetric inputs in an LTG as follows, so that more "-" appear in one product term.
For an LTG with symmetric-inputs, we first check the locations of "-" in its onset and offset. Next, we check the fanin gate sizes ${ }^{6}$ of these symmetric inputs, and swap these symmetric inputs so that "-" corresponds to a larger fanin gate.
For example, in Fig. 11(a), the LTG $f\langle 1,1 ; 1\rangle$ has two symmetric inputs. In its onset, since the location of "-" is

[^6]| abcdef g hi | dbacef ghi | dbacefghi | dbacef ghi | dbacfeghi | dbacfiegh |
| :---: | :---: | :---: | :---: | :---: | :---: |
| P1 0-01101-0 | P1 1-00101-0 | P1 1-00101-0 | P2 1-011-0-1 | P3 1-01000 10 | P3 1-0100001 |
| P2 0-111-0-1 | P2 1-011-0-1 | P2 1-011-0-1 | P3 1-0100 010 | P4 1-0100 1-0 | P4 1-010001- |
| P3 0-1100010 | P3 1-0100 010 | P3 1-01000 10 | P4 1-0100 1-0 | P5 1-01010-0 | P5 1-0100 $10-$ |
| P4 0-11001-0 | P4 1-0100 1-0 | P4 1-0100 1-0 | P5 1-01100-0 | MAX: 2223 | MAX: 222 |
| P5 0-11100-0 | P5 1-01100-0 | P5 1-01100-0 | MAX: 23333 |  |  |
| P6 1-01--111 | P6 1-10-- 111 | MAX: 434344 |  |  |  |
| P7 1-111-111 | $\begin{aligned} & \text { P7 1-111-111 } \\ & \text { MAX: } 5544444 \end{aligned}$ |  |  |  |  |
| (a) | (b) | (c) | (d) | (e) | (f) |

Fig. 14. (a) Original variable order. (b) Move all-share variables to the left. (c)-(f) Reorder variables according to the quantity of bit values.
the second input and $n_{1}$ is a larger fanin gate, we swap $n_{1}$ with $n_{2}$. The new threshold network is shown in Fig. 11(b). Next, we consider the LTG $n 2$ in Fig. 11(b), which also has two symmetric inputs. The location of "-" is in the second input of the offset, and $n_{3}$ is a larger fanin gate than $d$. Thus, we swap $n_{3}$ with $d$ accordingly. The resultant threshold network is shown in Fig. 11(c) and the number of computed disjoint product terms is reduced from 7, as shown in Fig. 11(a), to 4.

In this paper, for each output function, we compare the number of product terms computed from the LTG-based method and the BDD-based method, and choose the smaller set of product term for SET array mapping.

## B. BTS-Aware Variable Reordering

1) BTS Basis: The concept that two-product terms share some path segment in an SET array was proposed in [1]. These product terms are named BTS product terms, as they branch in one row and merge in the succeeding row such that the remaining path segments are shared with edges. If some product terms are BTS and mapped adjacently, the mapped width can be reduced. As a result, the more BTS are identified in the mapping process, the smaller width results in. For example, in Fig. 12, the product terms 001001 and 010001 are BTS, where only two variables are configured as different types of edges in the second and third rows. These product terms branch at the second row and merge at the third row such that the remaining path segments are shared. Therefore, the width of the resultant array is minimized.

In this paper, we exploit different types of configurations among the rows to create more opportunities for BTS. The configuration for two consecutive rows is classified into two share types: 1) twin type and 2) invert type. Hence, we enumerate bit value combinations for two consecutive rows, as shown in Fig. 13(a), where twin type (invert type) represents that the BTS occurs at two consecutive rows that have the same (opposite) configurations. We use subscripts $t$ (for twin), and $i$ (for invert) to denote the BTS types, as shown in Fig. 13(b). Note that we only mark BTS with $t$ and $i$ at the branch row for simplification. For those variables in the BTS, we call them branch variable and share variable, as shown in Fig. 13(b).

Since the BTS structure is beneficial to width reduction, we would like to identify as many BTS as possible using a two-phase variable reordering method as introduced in the following sections.


Fig. 15. (a) Invalid path creation for mapping P2. (b) Expansion at the first row for mapping P2. (c) Expansion at the third row for mapping P2.


Fig. 16. (a) Invalid path occurs when a product term expands at a location lower than BTS location. (b) Correct mapping when expansion is at the first row. (c) Correct mapping when variables are reordered.
2) Variable Reordering: To create more share edges among product terms, we first move the variables that have the same value among all the product terms, called all-share variables, to the front-end of the variables. Since don't care "-" provides more flexibility to the succeeding mapping process, the allshare variables with don't care are arranged in the back-end of all-share variables.

For example, given seven product terms, as shown in Fig. 14(a), we move all-share variables $b$ and $d$ to the front-end of all variables, as shown in Fig. 14(b). Moreover, since variable $b$ is " - " and $d$ is $1, d$ is followed by $b$. Next, the order of the remaining variables is based on their quantities of values, 0,1 , and "-" among all the product terms. Since variables $a$ and $c$ have a maximal number of certain value, one of them is arranged next. For the situation that two variables have the same maximal value, their order is set as the original order. Therefore, we put $a$ next to $b$. Next, since the determined variable order is used for all the product terms, we determine the order based on the product terms that have more same value. Therefore, we ignore P6 and P7, and choose the variable $c$ as the next variable, as shown in Fig. 14(c).

|  |  |
| :---: | :---: |
| P1 | 1-0000 |
| P2 | 1-01-110 |
| 3 | 1-010000 |
| P4 | 1-010001 |
| P5 | 1-010010 |
| P6 | 1-10-1- |
|  | -11-1 |

(a)

(b)

|  | dbahc e gi |
| :---: | :---: |
| P1 | 1-0-0 1100 |
| P2 | 1-0-1101 |
| P3 | $1-011000$ |
| P4 | 1-0-1010 |
| P5 | 1-0-11000 |
| P6 | 1-110-11 |
| P7 | $1-11111$ |

(c)

Fig. 17. (a) New product terms after the first phase of variable reordering. (b) BTS collection and variable ordering. (c) New product terms after the second phase of variable reordering.

We keep selecting the variable with a maximal value until all the variables are reordered. Fig. 14(d)-(f) shows the remaining steps, and the order in Fig. 14(f) is the result of first phase.
When space for mapping a product term is not enough, we have to apply expansion operations during the mapping. Without expansion, invalid paths might occur. For example, configuring P2 after P1, as shown in Fig. 15(a), will create invalid paths that represent product terms 1100-1 and 110100. Fig. 15(b) and (c) shows the correct mapping results of Fig. 15(a) with expansion at different rows. From this example, we observed that expanding at a lower row could save more width in an SET array. However, an invalid path might be created when the expansion level is lower than the BTS location. Fig. 16(a) shows such an example that creates an invalid path when expansion occurs at a level lower than BTS location. Fig. 16(b) shows a correct mapping that expands at a higher row. Fig. 16(c) shows a mapping with a smaller width after moving BTS to a lower row using another variable order. Thus, we further reorder the variables such that the BTS location is moved as lower as possible for width minimization.

For identifying BTS, we scan the product terms pairwisely according to the BTS types in Fig. 13. For the last example with an initial variable order in Fig. 17(a), P1 and P4 are BTS with branch variable $c$ and share variable $e$. After recording all the BTS, we calculate the number of BTS each variable involved. We then choose the branch variable that is involved in most BTS and put its share variable next to it. If this share variable is also a branch variable of another BTS, put its share variable next to it as well. Otherwise, choose a variable from the remaining variables that is involved in most BTS. Finally, we insert the variables that are not branch variables in the front-end of the ordered BTS variables to lower the BTS location.
For example, in Fig. 17(b), $c$ is a branch variable involved in most BTS. Therefore, we choose $c$ and put its share variable $e$ next to it. Since $e$ also is a branch variable, $e$ is followed by its share variable $g$. Next, we select $i$ from the remaining variables and $i$ is followed by its share variable $f$. The partial ordering of these variables is $c \rightarrow e \rightarrow g \rightarrow i \rightarrow f$. Finally, we insert $h$ in the front-end of the ordered BTS variables to lower the BTS location. The order becomes $d \rightarrow b \rightarrow a$ $\rightarrow h \rightarrow c \rightarrow e \rightarrow g \rightarrow i \rightarrow f$, as shown in Fig. 17(b). Note that the P1 and P5 are not a BTS anymore since the variables $c$ and $g$ are not adjacent under this variable order.


Fig. 18. (a) Type conflict. (b) Group conflict.

Fig. 17(c) shows the new product terms after the second phase of variable reordering. Note that not all BTS structures can be implemented simultaneously under one variable ordering, we will discuss this in Section III-B3.
3) BTS Identification: First, we introduce the share group that we will use in the BTS identification. In each product term, one BTS or consecutive BTS, either twin type or invert type, form a share group. For example, in Fig. 18(a), P4 has two-consecutive BTS forming a share group, P3 has no share group, P5 has two share groups, and the others have one share group.

Then, we define two kinds of conflicts between BTS. The first one is named type conflict. Due to the fabric constraint, one variable can have only one configuration. Hence, the invert type and twin type are not allowed to occur in the same variable. Once the BTS requires both types to appear in the same row, it is called type conflict. For example, in Fig. 18(a), the configuration of variable $e$ is required to be both (high, low) and (low, high) due to the BTS requirement. However, it violates the fabric constraint.
The other conflict is group conflict. If more than one share group are kept in a product term, it is called group conflict. This is because more than one share group in a product term might create invalid paths. For example, in Fig. 18(b), invalid paths 1-0-0111- and 1-0-1011- occur due to two-share groups in a product term. As a result, we choose one share group in P5 to avoid this group conflict.
Fig. 19 shows the process of BTS identification on the same example. Fig. 19(a) shows all the BTS with subscripts $t$ and $i$ where the same BTS type uses the same subscript. We first


Fig. 20. Mapping result when (a) only one configuration is allowed in an SET array. (b) Hybrid configuration is allowed in an SET array.
eliminate the type conflict. We check each variable to see whether it has both twin and invert types, and choose the type that can support more BTS. In Fig. 19(a), there is a type conflict in variable $c$. Since the twin type can support three product terms (P1, P4, and P5), which are more than that the invert type can support, we choose the twin type and discard the invert type. After checking all the variables, we check group conflict for each product term. In Fig. 19(b), there is a group conflict in P5. We calculate the number of BTS each share group can support, and choose the first share group in P5. This is because it can support three BTS (P1, P4, and P5), which are more than that the second-share group supports. Fig. 19(c) shows the final result after the BTS identification.

## C. SET Array Architecture Relaxation

The previous work [1] constrained the rows of an SET array to be either all (high, low) or all (low, high) for simplifying the mapping algorithm. This restriction, however, may lose the opportunities for achieving a smaller width in SET arrays due to inflexibility. Thus, in this paper, we relax the restriction such that either (high, low) or (low, high) is allowed to configure each row of SET arrays. We call this relaxed architecture hybrid architecture. Note that this architecture relaxation does not violate the mentioned fabric constraint. With the hybrid architecture, more BTS structures are possibly created, and a product term can be mapped with a smaller width, as shown in the example of Fig. 20.

In this stage, to determine the configuration of each row in the hybrid architecture, we check the values in variables among all the product terms under the precomputed variable order. Without loss of generality, we configure the first row as (high, low). If there exists a BTS between two variables, we determine the configuration according to its BTS type.

That is, as mentioned in Fig. 13(a), the twin type BTS requires the configurations of two adjacent rows to be identical, and the invert type BTS requires the configurations of two adjacent rows to be different. For the other variables, we set a row's configuration as the same as its previous row if more than half of the variable's bit values are changed among all the product terms. Otherwise, we set the row's configuration as the opposite one to its previous row.

For example, in Fig. 21(a), the configuration of the first row is set as (high, low) by default. For the second row (variable $b$ ), since more than half of the product terms change the bit values against the first row, we set the second row as same as (high, low). Then, we determine the following three rows' configurations as (high, low) since they all change more than half of bit values among the product terms. For the sixth row (variable $e$ ), we determine it as (high, low) since it is a twin type BTS with the previous row. The seventh row is configured as (high, low) due to the same reason. For the eighth row, we determine it as (low, high) since less than half of the bit values are changed. Similarly, the last row is configured as (high, low). Fig. 21(a) lists the final configurations of the SET array under the hybrid architecture.

## D. BTS-Aware Product Term Reordering

In this section, we then introduce the product term reordering algorithm. Since our approach sequentially maps the product terms to form the SET array, the ordering of product terms affects the mapping width. The proposed product term reordering method consists of two steps and they are: 1) grouping tree construction and 2) product term order determination.

1) Grouping Tree Construction: By building a grouping tree for all the product terms, we can realize which product terms have better share relationships with others. With this information, the mapping order can be determined. In the beginning, all the product terms are in one group. We scan all the product terms from the first variable until one product term has different bit values with the other product terms in the same variable. The product terms with the same bit value in the variable are grouped into one group. We keep grouping the product terms until each group contains only one or two product terms, which is called a leaf group. This is because such grouping facilitates the order determination among the product terms. For example, in Fig. 21(b), since the bit values in the variables $d$ and $b$ are the same for all the product terms, and the third variable of P6 and P7 is 1, P6 and P7 are grouped as a leaf group. Next, the similar procedure is applied to the other group of P1 $\sim$ P5. The final grouping tree is shown in Fig. 21(b).
2) Product Term Order Determination: After constructing the grouping tree, we determine the product term order. First, we choose a BTS product term having the lowest branch variable location to map. Then, we choose the product term that belongs to the same BTS. Next, we choose the product term that is within the same leaf group. If there are more than one BTS product term having the same lowest branch variable location, we determine their orders by the levels in the grouping tree in the descending order. If there are no BTS


Fig. 21. (a) Determined configuration in hybrid architecture. (b) Demonstrate of product term reordering.


Fig. 22. Proposed algorithm.
product terms, we determine the order from the bottom to the top and from the smaller leaf groups to larger ones in the grouping tree. If there are no rules to distinguish two product terms, we follow their original orders.

For example, in Fig. 21(b), we first choose P4, then P5 to map since P 4 is a BTS with the lowest branch variable location and P5 is its corresponding BTS product term. Then, we map P 1 since it is the corresponding BTS product term of P5. Next, we map P2 since P2 and P5 are in the same leaf group. Next, P3 is mapped according to the level of the group tree. Finally, P6 and P7 are mapped according to the original order. The final order of these product terms is shown in Fig. 21(b).

## E. Proposed Algorithm

In this section, we summarize the proposed algorithm, which is shown in Fig. 22. Given the Boolean netlist and the LTG network of a benchmark, we first derive the product terms from its BDD and LTG network, and choose the set having fewer product terms to map. Then, we use a two-phase variable reordering technique to determine a variable order used in the mapping process. In this stage, BTS product terms are analyzed and collected first, and the useful BTS are identified by eliminating conflict cases. Next, we
determine the configuration of each row of SET array based on the BTS types and the quantity of bit value changes among all the product terms. Finally, we reorder the product terms based on the group relationship in the grouping tree and BTS relationship. After having the set of reordered product terms, we sequentially map it into an SET array with a minimal width.

## IV. EXperimental Results

The proposed algorithm was implemented in C language. The experiments were conducted on a set of MCNC [31] and IWLS 2005 [32] benchmarks in a 3.0 GHz Linux platform (CentOS 4.6), as used in [1] and [23]. The format of the benchmarks is .pla. For each benchmark, we calculated the number of product terms, hexagons, and BTS, and the width of the mapped SET arrays. We also measured the CPU time for the product term computation ( $T_{\mathrm{pt}}$ ) and the overall algorithm ( $T_{\text {tal }}$ ). Note that the SET array is mapped from each PO of benchmarks. That means the result of each benchmark is the summation of that in each PO.

Table I summarizes the experimental results of the method in [1] and our approach. Columns $1-3$ show the benchmark information. To compare with [1], we used the same benchmarks in [1]. Columns $4-9$ show the experimental results

TABLE I
Comparison of Experimental Results Between [1] and Ours

| bench. | $\|P I\|$ | $\|P O\|$ | [1] |  |  |  |  |  | ours |  |  |  |  |  | ratio of W(\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\|P T\|$ | $\|H E X\|$ | W | $\|B T S\|$ | $T_{p t}(\mathrm{~s})$ | $T_{t a l}(\mathrm{~s})$ | $\|P T\|$ | $\|H E X\|$ | W | $\|B T S\|$ | $T_{p t}(\mathrm{~s})$ | $T_{t a l}(\mathrm{~s})$ |  |
| C17 | 5 | 2 | 8 | 54 | 31 | 1 | $<0.01$ | 0.09 | 8 | 50 | 26 | 3 | $<0.01$ | 0.08 | 83.87 |
| cm138a | 6 | 8 | 48 | 460 | 199 | 8 | <0.01 | 0.10 | 48 | 88 | 64 | 40 | <0.01 | 0.07 | 32.16 |
| x2 | 10 | 7 | 33 | 397 | 134 | 4 | $<0.01$ | 0.10 | 33 | 377 | 103 | 13 | <0.01 | 0.11 | 76.87 |
| cm151a | 12 | 2 | 25 | 521 | 109 | 0 | $<0.01$ | 0.09 | 25 | 560 | 108 | 2 | <0.01 | 0.09 | 99.08 |
| cm162a | 14 | 5 | 37 | 578 | 156 | 0 | $<0.01$ | 0.09 | 37 | 668 | 120 | 13 | <0.01 | 0.10 | 76.92 |
| cm163a | 16 | 5 | 27 | 391 | 113 | 4 | $<0.01$ | 0.09 | 27 | 473 | 77 | 10 | <0.01 | 0.09 | 68.14 |
| cu | 14 | 11 | 24 | 415 | 103 | 0 | $<0.01$ | 0.09 | 22 | 382 | 78 | 4 | <0.01 | 0.12 | 75.73 |
| cmb | 16 | 4 | 26 | 376 | 122 | 6 | $<0.01$ | 0.09 | 26 | 88 | 35 | 22 | <0.01 | 0.10 | 28.69 |
| pm1 | 16 | 13 | 41 | 586 | 156 | 14 | <0.01 | 0.10 | 37 | 356 | 81 | 20 | <0.01 | 0.10 | 51.92 |
| pcle | 19 | 9 | 45 | 751 | 183 | 8 | <0.01 | 0.10 | 45 | 501 | 91 | 28 | <0.01 | 0.10 | 49.73 |
| cc | 21 | 20 | 57 | 1040 | 191 | 2 | $<0.01$ | 0.09 | 54 | 873 | 129 | 24 | $<0.01$ | 0.10 | 67.54 |
| c8 | 28 | 18 | 94 | 2026 | 427 | 6 | <0.01 | 0.11 | 88 | 2324 | 231 | 38 | <0.01 | 0.24 | 54.10 |
| count | 35 | 16 | 184 | 4590 | 755 | 0 | <0.01 | 0.15 | 184 | 4080 | 403 | 121 | <0.01 | 0.13 | 53.38 |
| unreg | 36 | 16 | 64 | 1515 | 257 | 0 | $<0.01$ | 0.11 | 49 | 2879 | 209 | 1 | <0.01 | 0.09 | 81.32 |
| cht | 47 | 36 | 92 | 3556 | 349 | 7 | $<0.01$ | 0.13 | 91 | 5288 | 336 | 17 | <0.01 | 0.14 | 96.28 |
| cm85a | 11 | 3 | 49 | 686 | 174 | 0 | $<0.01$ | 0.09 | 49 | 809 | 168 | 22 | <0.01 | 0.09 | 96.55 |
| sct | 19 | 15 | 142 | 3168 | 620 | 11 | <0.01 | 0.11 | 134 | 3591 | 448 | 77 | <0.01 | 0.12 | 72.26 |
| i1 | 25 | 16 | 38 | 1190 | 159 | 9 | $<0.01$ | 0.09 | 31 | 607 | 76 | 11 | <0.01 | 0.10 | 47.80 |
| lal | 26 | 19 | 160 | 3312 | 613 | 10 | <0.01 | 0.11 | 160 | 4183 | 407 | 92 | <0.01 | 0.14 | 66.39 |
| pcler8 | 27 | 17 | 68 | 1920 | 315 | 21 | <0.01 | 0.10 | 68 | 2056 | 208 | 23 | <0.01 | 0.11 | 66.03 |
| b9 | 41 | 21 | 352 | 9112 | 1520 | 34 | $<0.01$ | 0.24 | 200 | 10343 | 649 | 97 | <0.01 | 0.21 | 42.70 |
| apex7 | 49 | 37 | 1440 | 49004 | 5859 | 31 | <0.01 | 1.36 | 1440 | 103003 | 4576 | 730 | <0.01 | 22.40 | 78.10 |
| example2 | 85 | 66 | 430 | 14402 | 1517 | 93 | <0.01 | 0.50 | 403 | 43579 | 1393 | 150 | <0.01 | 0.76 | 91.83 |
| steppermotordrive | 29 | 29 | 795 | 22994 | 3250 | 20 | <0.01 | 0.35 | 667 | 26949 | 2106 | 327 | <0.01 | 0.54 | 64.80 |
| usb_phy | 113 | 116 | 401 | 28960 | 1527 | 57 | <0.01 | 0.64 | 389 | 44930 | 1161 | 143 | $<0.01$ | 0.42 | 76.03 |
| sasc | 133 | 129 | 1407 | 54987 | 5883 | 47 | <0.01 | 4.01 | 794 | 10706 | 2284 | 351 | <0.01 | 0.88 | 38.82 |
| i2c | 147 | 142 | 3187 | 115944 | 9756 | 220 | <0.01 | 12.10 | 1858 | 243730 | 4610 | 1145 | 4.35 | 17.90 | 47.25 |
| simple_spi | 148 | 144 | 3065 | 129039 | 12483 | 263 | $<0.01$ | 13.05 | 1959 | 324618 | 5872 | 971 | <0.01 | 11.77 | 47.04 |
| total |  |  | 12339 | 451974 | 46961 | 876 | 0.79 | 34.28 | 8926 | 838091 | 26049 | 4495 | 5.26 | 57.1 | - |
| ratio |  |  | 1 | 1 | 1 | 1 | 1 | 1 | 0.72 | 1.85 | 0.55 | 5.13 | 6.66 | 1.67 | - |
| ave |  |  | - | - | - | - | - | - | - | - | - | - | - | - | 65.40 |

TABLE II
Comparison of Experimental Results Between [2] and Ours

| bench. | \|PI| | $\|P O\|$ | [2] |  |  |  | ours |  |  |  | ratio of W(\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\|P T\|$ | $\|H E X\|$ | W | $T_{t a l}(\mathrm{~s})$ | $\|P T\|$ | $\|H E X\|$ | W | $T_{\text {tal }}(\mathrm{s})$ |  |
| C17 | 5 | 2 | 8 | 45 | 22 | $<0.01$ | 8 | 50 | 26 | 0.08 | 118.18 |
| cm138a | 6 | 8 | 48 | 332 | 129 | 0.01 | 48 | 88 | 64 | 0.07 | 49.61 |
| x 2 | 10 | 7 | 40 | 498 | 122 | 0.02 | 33 | 377 | 103 | 0.11 | 84.43 |
| cm151a | 12 | 2 | 17 | 372 | 75 | $<0.01$ | 25 | 560 | 108 | 0.09 | 144.00 |
| cm162a | 14 | 5 | 41 | 849 | 152 | 0.01 | 37 | 668 | 120 | 0.10 | 78.95 |
| cm163a | 16 | 5 | 31 | 647 | 114 | 0.02 | 27 | 473 | 77 | 0.09 | 67.54 |
| cu | 14 | 11 | 23 | 285 | 95 | 0.01 | 22 | 382 | 78 | 0.12 | 82.11 |
| cmb | 16 | 4 | 26 | 80 | 55 | $<0.01$ | 26 | 88 | 35 | 0.10 | 63.64 |
| pm1 | 16 | 13 | 49 | 591 | 136 | 0.02 | 37 | 356 | 81 | 0.10 | 59.56 |
| pcle | 19 | 9 | 45 | 581 | 116 | 0.02 | 45 | 501 | 91 | 0.10 | 78.45 |
| cc | 21 | 20 | 53 | 1180 | 193 | 0.01 | 54 | 873 | 129 | 0.10 | 66.84 |
| c8 | 28 | 18 | 85 | 2208 | 249 | 0.05 | 88 | 2324 | 231 | 0.24 | 92.77 |
| count | 35 | 16 | 200 | 3844 | 444 | 0.07 | 184 | 4080 | 403 | 0.13 | 90.77 |
| unreg | 36 | 16 | 48 | 2424 | 194 | 0.03 | 49 | 2879 | 209 | 0.09 | 107.73 |
| cht | 47 | 36 | 81 | 3528 | 340 | 0.06 | 91 | 5288 | 336 | 0.14 | 98.24 |
| sct | 19 | 15 | 153 | 3521 | 439 | 0.05 | 134 | 3591 | 448 | 0.12 | 102.05 |
| i1 | 25 | 16 | 38 | 322 | 97 | 0.01 | 31 | 607 | 76 | 0.10 | 78.35 |
| lal | 26 | 19 | 171 | 5455 | 543 | 0.06 | 160 | 4183 | 407 | 0.14 | 74.95 |
| pcler8 | 27 | 17 | 67 | 1756 | 234 | 0.04 | 68 | 2056 | 208 | 0.11 | 88.89 |
| b9 | 41 | 21 | 376 | 20674 | 1190 | 0.26 | 200 | 10343 | 649 | 0.21 | 54.54 |
| example2 | 85 | 66 | 447 | 23964 | 1144 | 0.49 | 403 | 43579 | 1393 | 0.76 | 121.77 |
| total |  |  | 2047 | 73156 | 6083 | 1.24 | 1770 | 83346 | 5272 | 3.1 | - |
| ratio |  |  | 1 | 1 | 1 | 1 | 0.86 | 1.14 | 0.87 | 2.5 | - |
| ave |  |  | - | - | - | - | - | - | - | - | 64.43 |

reported in [1]. Columns 10-15 show the corresponding results of our approach. Column 16 shows the ratio of reduction on the width of each benchmark. For example, a large benchmark,
simple_spi, has 148 PIs and 144 POs. The previous work cost 13.05 s to map 3065 product terms into an SET array with 129039 hexagons and 12483 widths while our approach
reduced the number of product terms to 1959 and mapped an SET array with 324618 hexagons and 5872 widths in 11.77 s . The ratio of reduction on the width is $47.04 \%$.

According to Table I, we find that our width minimization approach reduces $28 \%$ of product terms and $45 \%$ of the width compared with the approach in [1] on average even though the number of hexagons increases. The increase of hexagon count does not always widen the SET arrays and the hexagon count is not our minimization objective. If we consider the ratio of width in each benchmark, the width ratio between our approach and [1] can be down to $28.69 \%$, and the average width ratio is $65.40 \%$. The reasons for the width-saving are that our approach creates fewer product terms, more BTS (more than five times on average), and more flexibility in the SET architecture.

As compared with the results in [1], the CPU time overhead for the benchmark i2c comes from the product term computation. This is because we use two methods to extract product terms and the LTG-based product term extraction causes much time. In addition, the CPU time overhead for the benchmark apex 7 comes from the sophisticated mapping algorithm with SET architecture relaxation, while the number of product terms is not reduced. However, we observed that if our approach can obtain much fewer product terms for a benchmark, we could reduce the overall CPU time, e.g., the benchmark simple_spi is the case. This CPU time saving comes from the fact that the number of product terms to be mapped in the mapping procedure is a dominating factor in the overall synthesis process.

We also compare our result with [2], which focused on the width minimization of SET arrays as well. Table II shows the comparison between [2] and our approach.

In Table II, Columns 1-3 show the benchmark information, only the benchmarks reported in [2] are shown here. Columns 4-7 show the experimental results reported in [2]. Columns 8-11 show the corresponding results of our approach. Column 12 shows the ratio of width reduction of each benchmark. According to Table II, our approach reduces $14 \%$ of product term number and $13 \%$ of width compared with [2], with 1.9 s CPU-time overhead.

In [2], the dynamic product term reordering might obtain better results than ours in some circuits due to large path sharing, which is similar to our BTS method. However, we used both product term minimization and BTS-aware variable reordering to minimize the width. Moreover, we also relax the SET architecture to make the mapping more flexible and create more BTS. As a result, on average, we can reduce $14 \%$ of the number of product terms and $13 \%$ of width compared with [2].

## V. Conclusion

Synthesis algorithms for SET arrays have been rapidly developed in recent years due to a promising achievement in SET technology. In this paper, we propose a mapping approach for reducing the width of SET arrays. Our approach analyzes the major factors that influence the width of SET arrays: 1) the number of product terms; 2) the number of BTS product
terms; and 3) the hybrid architecture. The corresponding variable reordering and product term reordering techniques are also proposed. The experimental results show that our approach is effective for minimizing the width of SET arrays.

Our future work is to consider the issue of reconfigurability for defective devices existing in the SET arrays during mapping.
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[^1]:    ${ }^{1}$ The height of an SET array is usually the same as the number of inputs in a circuit.

[^2]:    ${ }^{2}$ General logic optimization methods, e.g., Espresso, are not applicable to this paper, since the resultant product terms are not disjoint.

[^3]:    ${ }^{3}$ Given a nonempty LTG, it is a useless LTG if and only if it always has the output value of 0 .

[^4]:    ${ }^{4}$ The input $c$ is also a critical input, we can also consider the input $c$ first.

[^5]:    ${ }^{5} \mathrm{~A}$ bigger product term means that it contains more minterms.

[^6]:    ${ }^{6}$ The fanin gate size is defined as the number of inputs in the fanin gate.

