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ABSTRACT

In this paper, we propose a new node merging algorithm using
logic implications. The proposed algorithm only requires two
logic implications to find the substitute nodes for a given target
node, and thus can efficiently detect node mergers. Further-
more, we also apply the node merger identification algorithm for
area optimization in VLSI circuits. We conduct experiments on
a set of IWLS 2005 benchmarks. The experimental results show
that our algorithm has a competitive capability on area opti-
mization compared to a global observability don’t care (ODC)-
based node merging algorithm which is highly time-consuming.
Our speedup is approximately 86 times for overall benchmarks.

Categories and Subject Descriptors
B.6.3 [Logic Design]: Design Aids— Optimization

General Terms
Algorithms
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1. INTRODUCTION

Node merging is a popular and efficient logic restructuring
technique. It replaces a node with another node by rewiring,
and then removes the replaced node without changing the over-
all functionality of the circuit. A major application of the tech-
nique is to reduce the size of a logic circuit. As two nodes are
merged, one of them can be removed from the circuit, and this
merger may cause other redundancies in the circuit such that
the resultant circuit is minimized. Circuit minimization also can
be a pre-process before performing equivalence checking [3].

SAT sweeping [7] is a method that merges two functionally
equivalent nodes. Firstly, it simulates the circuit by applying
a set of random patterns. Next, node merger candidates are
derived by searching two nodes that have the same simulation
values. Finally, it uses a SAT solver to check if the nodes are
actually equivalent. However, functional equivalence is not a
necessary condition for node merging. In fact, if the functional
differences of two nodes are never observed at any primary out-
put (PO), these two nodes can be merged as well. Based on
this observation, a node merging algorithm under local observ-
ability don’t cares (ODCs) is proposed in [16]. The algorithm
can identify additional node mergers that are not functionally
equivalent to each other.

The local ODC-based algorithm [16] extends the SAT sweep-
ing method by performing ODC analysis when deriving can-
didate node mergers. According to the simulation results, it
computes the observability of each node and collects the pairs
of nodes whose differences are not observable as candidates.
Since full observability computation is very time-consuming,
however, the method sets a k-bounded depth to extract local
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Figure 1: An example of ODC-based node merging.
(a) The original circuit. (b) The resultant circuit of
replacing vz with v;.

ODCs. With larger values of k, the method can identify more
node mergers but spends more CPU time.

To enhance the local ODC-based algorithm, the work in [11]
proposes a node merging algorithm under global ODCs using
the SAT sweeping technique as well. To reduce the complexity
of full observability computation, the method computes approx-
imate observability for each node instead of bounded-depth ob-
servability. Although the method detects certain node mergers
that cannot be identified by the local ODC-based algorithm, it
potentially misses some other node mergers as well. Addition-
ally, since the approximate observability computation is global,
the method expends a great amount of CPU time for large cir-
cuits.

Recently, a similar algorithm that merges nodes while consid-
ering sequential ODCs is proposed in [4]. It also employs SAT
sweeping to identify node mergers under sequential ODCs for
sequential circuit optimization.

Although both the works in [16] and [11] propose methods
to decrease the complexity of observability computation, they
cannot avoid performing ODC analysis in searching for a node
merger. Additionally, they need to simulate a large amount of
random patterns, collect candidate node mergers, and then per-
form SAT solving. This procedure can be very time-consuming
due to a large number of SAT solving calls when the number of
candidates is enormous.

Thus, in this work, we propose a new scheme — a sufficient
condition for merging two nodes for node merger identification.
In this condition, only two logic implications are required to
find the substitute nodes for a given target node. The pro-
posed approach is ODC-based, but does not need to perform
observability computation, random pattern simulation, candi-
date collection, and SAT solving. As a result, it can globally
and efficiently detect node mergers. Furthermore, we also apply
the approach to area optimization in VLSI circuits.

We conduct experiments on a set of IWLS 2005 benchmarks
[17]. The experimental results show that the proposed approach
can efficiently identify node mergers within 175 seconds for each
benchmark. In addition, an average of 6.52% of nodes can be
replaced by other nodes in a circuit, and each replaceable node
has an average of 2.79 substitute nodes. For area optimization,
as compared to the state-of-the-art [11], the proposed approach
has a speedup of 86 times for overall benchmarks while possess-
ing a competitive capacity for circuit size reduction.

The rest of this paper is organized as follows: Section 2 uses
an example to show the ODC-based node merging and presents
the problem formulation. It also reviews the related concepts in
VLSI testing used in this paper. Section 3 presents the proposed
node merging algorithm. Its application for area optimization
is introduced in Section 4. Finally, the experimental results and
conclusion are presented in Sections 5 and 6.
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Figure 2: The misplaced wire error.
2. PRELIMINARIES

2.1 An example

We use an example in Fig. 1 to demonstrate ODC-based
node merging. The circuit in Fig. 1(a) is presented by using
an And-Inverter Graph (AIG), which is an efficient and scalable
representation for Boolean networks. Here, a, b, ¢, and d are
primary inputs (PIs). v1 ~ vs are 2-input AND gates. Their
connectivities are presented by directed edges. A dot marked
on an edge indicates that an inverter (INV) is in between two
nodes.

In this circuit, v1 and vs are not functionally equivalent, and
thus, merging them potentially affects the overall functionality
of the circuit. However, the values of v; and vs only differ
when d = 1 and b = ¢. Additionally, b = ¢ implies v2 = 0.
Since v2 = 0 is an input-controlling value of vs, it prevents the
value of v3 from being observed at vs. This situation makes the
different value of vs with respect to v; never observed. Thus,
replacing vs with v; does not change the overall functionality.
The resultant circuit is shown in Fig. 1(b).

The problem formulation of this work is as follows: Given
a target node v in a circuit, find other nodes called substitute
nodes for v which can replace v without altering the function-
ality of the circuit.

For ease of discussion, we only consider circuits presented as
AIGs, which is a popular and simple representation. Circuits
having complex gates can also be handled by transforming them
into AIGs first.

2.2 Background

An input of a gate g has an input-controlling value of g if this
value determines the output value of g regardless of the other
inputs. The inverse of the input-controlling value is called the
input-noncontrolling value. For example, the input-controlling
value of an AND gate is 0 and its input-noncontrolling value is
1. A gate g is in the transitive fanout cone of a gate g5 if there
exists a path from gs to g, and gs is in the transitive fanin cone
of g.

The dominators [6] of a gate g are a set of gates G such that
all paths from g to any PO have to pass through all gates in G.
Consider the dominators G of a gate g, the side inputs of G are
the inputs of G that are not in the transitive fanout cone of g.

In VLSI testing, a stuck-at fault is a fault model used to
represent a manufacturing defect within a circuit. The effect of
the fault is as if the faulty wire were stuck at either 1 (stuck-
at 1) or 0 (stuck-at 0). A stuck-at fault test is a process to
find a test which can generate the different output values in
the fault-free and faulty circuits. Given a stuck-at fault f, if
there exists such a test, f is said to be testable; otherwise, f
is untestable. To make a stuck-at fault on a wire w testable, a
test needs to activate and propagate the fault effect to a PO. In
a combinational circuit, an untestable stuck-at fault on a wire
indicates that the wire is redundant and can be replaced with
a constant value 0 or 1.

The mandatory assignments (MAs) are the unique value as-
signments to nodes necessary for a test to exist. Consider a
stuck-at fault on a wire w; the assignments obtained by setting
w to the fault-activating value and by setting the side inputs of
dominators of w to the fault-propagating values are MAs. Then,
these assignments can be propagated forward or backward to in-
fer additional MAs by performing logic implications. Recursive
learning [8], a learning method in automatic test pattern gener-
ation (ATPG), can be used to perform logic implications more
completely. If the MAs of the fault are inconsistent, the fault is
untestable, and therefore, w is redundant [13].
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Figure 3: An example of a test for a replacement error.

3. SUBSTITUTE NODE IDENTIFICATION

In this section, we first discuss the effect of merging two nodes
regarding to the functionality of circuit. Next, we present a suf-
ficient condition for correctly replacing one node with another
node. Finally, according to the condition, an algorithm is pre-
sented to identify substitute nodes for a given target node.

3.1 Effect of merging two nodes

Suppose C' is a combinational circuit. Let’s consider the effect
of replacing a node n; with another node n, in C regarding to
the functionality of circuit. The behavior of the replacement is
to use ns to drive the wires originally driven by n;. We can
regard the replacement as setting an error in C, and it can
be modeled as the misplaced wire error which is included in the
typical design error models [1]. The design error models are very
popular and widely used in the techniques about design error
diagnosis and correction [12] [14] [15]. For example, in Fig. 2,
the left and right figures indicate the correct (original) circuit C'
and incorrect (resultant) circuit C’, respectively. The misplaced
wire error is that the wires, w; ~ ws, should be connected with
n: instead of ns.

However, for some n; and ns; nodes, the replacement error
is undetectable when the error effect is never observed at any
PO. Thus, n: can be correctly replaced with ns. Based on the
observation, the problem of finding the substitute nodes for n
can be transformed to finding n, such that the replacement
error is undetectable.

To check whether a replacement error is detectable or not, we
can try to find an input pattern that can distinguish the func-
tional difference between C' and C’. We name such an input
pattern a test for replacement error detection. Given a replace-
ment error, if no test exists for it, the error is undetectable.
As a result, to identify an undetectable replacement error, we
can prove that no test exists for it. Theorem 1 below states
the necessary and sufficient condition for an input pattern to
be a test of a replacement error. Here, we consider an input
pattern in C not in C’. This is because we do not first perform
the replacement and then check if the replacement is detectable.

Theorem 1: Let f denote an error of replacing n, with ns.
An input pattern t in C will be a test for f, if and only if t
generates the different values for ny and ns and propagates the
value of ny to a PO.

Proof: Generating the different values for n; and n, is equiv-
alent to activating the error effect of ny # ns, and propagating
the value of ns to a PO is equivalent to propagating the error
effect to a PO. If an input pattern ¢ can simultaneously activate
and propagate the error effect, the error effect can be observed
at a PO, and hence, ¢ can detect f. Otherwise, ¢ cannot detect

f. O

For example, Fig. 3 shows that same circuit as Fig. 1(a),
consider the error of replacing vz (n:) with b (ns). Here, the
input vector (a =1,b=1, ¢ =0, d = 0) is a test, because it
generates vs # b (v3 = 0, b = 1) and propagates vz = 0 to Os.

According to the value of n;, we can classify the complete
test set of f into two subsets: The first one Ty and the second
one 71 which consist of the input patterns having n; = 0 and
nt = 1, respectively. Since a test for f propagates the value of
nt to a PO, each pattern in Ty is exactly a test for the stuck-at
1 fault on n;. Similarly, each pattern in T} is exactly a test for
the stuck-at 0 fault on n;. However, the converse relationship
does not hold because a test for the stuck-at fault on n; may
not satisfy generating the different values for n; and n.

Based on the relationship between the test sets for f and the
stuck-at faults on n;, we can divide the detection of f into the
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Find_Substitute_Node(Node n;)
1. Compute MAs(n; = sa0).
2. Compute MAs(n¢ = sal).
3. SubstituteNodes +«— mnodes having different values in
MAs(n; = sa0) and MAs(n; = sal), and not in the transi-
tive fanout cone of ng.

Figure 4: The substitute node identification algorithm.

detection of two stuck-at faults. One is fo: the stuck-at 0 fault
on n; under ns = 0, and the other one is fi: the stuck-at 1 fault
on n: under ngs = 1. Here, the constraints, under n, = 0 and
ns = 1, are used to make a test have n; # ns. For example,
consider the detection of fy. Besides activating and propagating
the fault effect of ny = 1, a test must simultaneously cause
ns = 0. Therefore, T} is the complete test set for fy, and Ty
is the complete test set for fi. If fo and fi are simultaneously
untestable, f is undetectable as well. Furthermore, a node ns
that renders fo and f; untestable is a substitute node of n;.

Next, we introduce a sufficient condition as presented in Con-
dition 1 for ns that renders f undetectable based on the untestable
fo and fi1. Then, we propose an algorithm to efficiently find ns
according to Condition 1.

Condition 1: Let f denote an error of replacing ny with ns.
Ifns =1 and ns = 0 are MAs for the stuck-at 0 and stuck-at 1
fault tests on ng, respectively, f is undetectable.

Since generating ns = 0 is necessary in a test for fo, if ng =1
is also an MA for the stuck-at 0 fault on n, then fy is untestable
due to the contradiction on the value of n,. Similarly, if n, =0
is also an MA for the stuck-at 1 fault on n:, f1 is untestable.
As a result, when Condition 1 is held, f is undetectable.

3.2 Proposed algorithm

Given a target node n:, we can use the sufficient condition in
Condition 1 to find its substitute nodes. Firstly, we compute
the MAs for the stuck-at 0 and stuck-at 1 fault tests on ny,
respectively. Then, we collect the MAs that satisfy Condition
1. Finally, the corresponding nodes are the substitute nodes
of ny. Based on Condition 1, we can identify more than one
substitute nodes simultaneously by performing only two logic
implications.

For example, consider finding the substitute nodes of vz in
the circuit of Fig. 1(a). Firstly, we compute the MAs for the
stuck-at 0 fault on vs. To activate the fault effect, vs is set to 1.
To propagate the fault effect, v2 is set to 1. We then perform
logic implications to derive additional MAs. They are d = 1,
c=0,b=1,v; =1, v4 =0, and vs5 = 1. Thus, the set of
MAs for the stuck-at 0 fault on vz is {vs =1, v2 =1, d = 1,
¢c=0,b=1,v3 = 1, vs =0, vs = 1}. Secondly, we use the
same method to compute the MAs for the stuck-at 1 fault on
vs. They are {vs =0,v2=1,d =0,¢c=0,b=1, v; = 0,
vs = 0}. Finally, d and v; are the substitute nodes of vz due
to the satisfaction of Condition 1. Note that although vs also
satisfies Condition 1, it is excluded from being a substitute node
of v3. This is because vs is in the transitive fanout cone of vs,
replacing vs with vs will result in a cyclic combinational circuit.

Furthermore, Condition 1 can be modified by reversing the
value of ns to find another kind of substitute node that replaces
a target node with an additional INv. That is, if ns, = 0 and
ns = 1 are MAs for the stuck-at 0 and stuck-at 1 fault tests on
n¢, respectively, n; can be replaced by ns with an additional INV.
Finding this kind of substitute node can increase the possibility
of replacing a target node.

Fig. 4 shows the proposed algorithm for substitute node iden-
tification. Given a target node n;, the algorithm computes
MAs(n; = sa0) and MAs(n; = sal). Then, nodes which have
different values in MAs(n; = sa0) and MAs(n¢ = sal), and are
not in the transitive fanout cone of n; are the substitute nodes.
Therefore, only two logic implications are required to identify
the substitute nodes for n;: one is for the stuck-at 0 fault test
on n; and the other one is for the stuck-at 1 fault test on n;.

4. AREA OPTIMIZATION

During optimization, each node of a circuit is visited and re-
placed if applicable. To determine the optimization order, we
conducted some experiments on a set of IWLS 2005 benchmarks
[17] and observed that iteratively selecting a target node from

Area Optimization(Circuit C)
For each node n in C' in the DFS order from POs to PIs

1. Compute MAs(n = sa0).

2. Compute MAs(n = sal).

3. SubstituteNodes «— nodes having the different values in
MAs(n = sa0) and MAs(n = sal), and not in the transitive
fanout cone of n.

4. Replace n with a node which is in the set of Substitute Nodes
and closest to Pls.

Figure 5: The overall algorithm for area optimization.

Table 1: The experimental results of substitute node
identification.

benchmark N N % Ny ratio time (s)
C3540 1038 29 2.79 33 1.14 0.27
rot 1063 42 3.95 59 1.4 0.15
simple_spi 1079 26 2.41 125 4.81 0.11
i2¢ 1306 80 6.13 174 2.18 0.21
pci_spoci. 1451 170 11.72 890 5.24 0.62
dalu 1740 217 12.47 560 2.58 0.95
C5315 1773 33 1.86 113 3.42 0.16
$9234 1958 175 8.94 270 1.54 0.37
C7552 2074 60 2.89 104 1.73 0.41
C6288 2337 2 0.09 2 1 0.45
i10 2673 626 23.42 1076 1.72 1.35
s13207 2719 159 5.85 231 1.45 0.64
systemcdes 3190 147 4.61 301 2.05 1.51
i8 3310 1533 46.31 11622 7.58 3.84
spi 4053 65 1.6 91 1.4 3.35
des_area 4857 80 1.65 152 1.9 5.58
alud 5270 206 3.91 236 1.15 54.87
s38417 9219 173 1.88 257 1.49 1.45
tv80 9609 496 5.16 3864 7.79 17.19
b20 12219 849 6.95 1640 1.93 17.28
s38584 12400 549 4.43 1109 2.02 17.02
b21 12782 1094 8.56 2066 1.89 19.34
systemcaes 13054 202 1.55 380 1.88 17.71
ac97_ctrl 14496 98 0.68 242 2.47 3.22
mem_ctrl 15641 1537 9.83 3588 2.33 98.8
usb_funct 15894 370 2.33 1271 3.44 6.33
b22 18488 1047 5.66 2127 2.03 24.95
aes_core 21513 452 2.1 1742 3.85 15.17
pcibridge32 24369 309 1.27 621 2.01 21.69
wb_conmax 48429 5608 11.58 41996 7.49 28.18
b17 52920 1565 2.96 5515 3.52 174.49
des_perf 79288 2505 3.16 6195 2.47 51.37
average 6.52 2.79

total 589.03

POs to PIs in the depth-first search (DFS) order and replacing
it with a substitute node closest to Pls results in better simplifi-
cation for most benchmarks. Thus, we use this order for circuit
optimization in this work.

Fig. 5 shows the overall algorithm of applying node merging
for area optimization. Given a circuit C, the algorithm itera-
tively selects a node n as a target node in the DFS order from
POs to Pls, and then replaces n with one of its substitute nodes
if applicable. Firstly, the algorithm computes MAs(n = sa0)
and MAs(n = sal), respectively. Then, the nodes which have
the different values in MAs(n = sa0) and MAs(n = sal), and
are not in the transitive fanout cone of n are the substitute
nodes of n. Finally, the algorithm selects one substitute node
which is closest to Pls to replace n.

5. EXPERIMENTAL RESULTS

We implemented our algorithms in C language within an ABC
[2] environment. The experiments were conducted on a 3.0 GHz
Linux platform (CentOS 4.6). The benchmarks are from the
IWLS 2005 suite [17]. Each benchmark is initially transformed
to an AIG format and we only consider its combinational por-
tion. Additionally, in order to perform logic implications more
completely with reasonable CPU time overhead, a recursive
learning technique [8] is applied with the recursion depth 1 in
our algorithms.

The experimental results consist of two parts: The first one
is to show the efficiency and effectiveness of our approach for
substitute node identification. The second one is to show the
capability of our approach for area optimization as compared
to the state-of-the-art in [11].

5.1 Substitute node identification
In the experiments, each node in a benchmark is considered
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a target node. We identify its substitute nodes by using the
proposed algorithm as shown in Fig. 4 and measure the CPU
time in seconds.

Table 1 summarizes the experimental results of substitute
node identification. Column 1 lists the benchmarks. Column
2 lists the number of nodes in each benchmark represented by
AIG N. Columns 3 and 4 list the number of target nodes identi-
fied having substitute nodes N; and its percentage with respect
to N, respectively. Column 5 lists the number of pair of target
node and substitute node Ns. It also represents the total num-
ber of substitute nodes identified. Column 6 lists the ratio of
N, with respect to N¢. Column 7 lists the CPU time.

According to Table 1, we can find the substitute nodes for an
average of 6.52% of nodes in a benchmark, with 2.79 substitute
nodes for each on average. Additionally, the experimental re-
sults also show that our approach can efficiently identify substi-
tute nodes. The most time-consuming benchmark is b17, which
costs only 174.49 seconds. All the other benchmarks cost less
than 100 seconds.

However, the aluj benchmark takes much more CPU time,
54.87 seconds, than the other benchmarks of similar size such
as the des_area and the s88417 benchmarks. This phenomenon
occurs due to the different logic structures. We find that an
logic implication computes an average of 1680.41 MAs for the
alu4 benchmark, but only an average of 581.06 and 35.72 MAs
for the des_area and the s38417 benchmarks, respectively. Ad-
ditionally, 44.53 out of 54.87 seconds are spent on performing
recursive learning.

5.2 Area optimization

In the experiments, we compare our approach with that in
[11] for area optimization. To have a fair comparison, we ini-
tially optimize each benchmark by using the resyn2 script in the
ABC package as performed by [11], which performs local circuit
rewriting optimization [9]. After the initialization, we optimize
the benchmarks by using the proposed algorithm as shown in
Fig. 5. After the end of optimization, we also apply an equiva-
lence checking tool, cec [10], in the ABC package to verify the
correctness of our optimization. Among these benchmarks, the
b17 benchmark takes the most CPU time, 10.37 seconds, to
perform cec.

Table 2 summarizes the experimental results. Columns 1 and
2 list the benchmarks and the number of nodes in each bench-
mark represented by AIG, respectively. Columns 3 to 6 list the
results of our approach. These columns contain the number of
node mergers identified, the number of nodes in the resultant
benchmark N, the percentage of area reduction in terms of
node count, and the CPU time, respectively. Columns 7 and 8
list the corresponding results reported in [11], the percentage of
area reduction and the CPU time, respectively. The maximal
CPU time in Column 8 is 5000 seconds, which is the run time
limit set by that work.

According to Table 2, our approach can obtain an average
of 3.94% area reduction for the benchmarks. However, because
our approach only focuses on area optimization, it may decrease
or increase the number of logic levels of the benchmarks. From
the aspect of quality comparison, the simplification capability
of our approach is not as strong as that of the approach in [11],
which obtains an average of 5.04% area reduction. The key
reason behinds this result is the completeness of MA compu-
tation. If MAs are inferred more completely in our approach,
more node mergers can be identified. Unfortunately, finding
all MAs of a stuck-at fault requires exponential time complex-
ity. It is equivalent to finding all patterns that can detect a
fault [5]. Therefore, the recursive learning technique is used in
our approach to infer more MAs for improving results. On the
other hand, from the aspect of efficiency comparison, our over-
all CPU time is only 254.24 seconds, which is much less than
21 887 seconds required by the approach in [11]. Our approach
has a speedup of 86 times.

6. CONCLUSION

In this paper, we propose an ODC-based node merging al-
gorithm that can quickly detect node mergers using logic im-
plications. The algorithm is based on a sufficient condition for
replacing a node with another node, and only two logic implica-
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Table 2: The experimental results of our approach and
[12] for area optimization.

our approach 11

benchmark N Z mergers N, % time (s) % [tm]le (s)
pci_spoci. 878 59 782 10.93 0.24| 9.2 6
i2¢ 941 15 923 191 0.11| 3.2 3
dalu 1057 37 985  6.81 0.3 12 10
C5315 1310 6 1304  0.46 0.09| 0.7 2
$9234 1353 14 1331 1.63 0.16| 1.2 8
C7552 1410 33 1371 2.77 0.28| 3.4 8
i10 1852 72 1755 5.24 0.64| 1.3 12
s13207 2108 36 2063  2.13 0.48| 1.8 17
alu4 2471 164 1941 21.45 5.29(22.9 64
systemcdes 2641 33 2600 1.55 0.94| 4.7 9
spi 3429 16 3411 0.52 2.71| 1.3 84
tv80 7233 151 6960  3.77 10.6 | 7.1 1445
s38417 8185 41 8136 0.6 1.15 1 275
mem_ctrl 8815 258 7257 17.67 6.76| 18 738
$38584 9990 99 9846  1.44 11.44| 0.8 223
ac97_ctrl 10395 16 10379  0.15 1.96 2 188
systemcaes 10585 50 10521 0.6 13.09| 3.8 360
usb_funct 13320 215 13026  2.21 5.89| 1.4 681
pci_bridge32 17814 83 17729  0.48 12.04| 0.1 1134
aes_core 20509 138 20371 0.67 13.23| 8.6 1620
b17 34523 422 33979  1.58 72.4| 1.6 5000
wb_conmax 41070 1199 39266  4.39 31.88| 6.2 5000
des_perf 71327 1159 70081 1.75 62.56 | 3.7 5000
average 3.94 5.04

total 254.24 21887
ratio 1 86.09

tions are required for finding substitute nodes of a given target
node. Moreover, based on the node merging algorithm, we also
propose an efficient algorithm for area optimization in combina-
tional circuits. The experimental results show that the proposed
algorithm has a competitive capability of area optimization and
expends much less CPU time compared to the state-of-the-art.
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