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Abstract —To construct a reversible sequential circuit, reversible
sequential eements are required. This work presents novel designs
of reversible sequential e ements such as D latch, JK latch, and T
latch. Based on these reversible latches, we also construct the
designs of the corresponding flip-flops. Comparing with previous
work, the implementation cost of our new designs, including the
number of gates and the number of garbage outputs is considerably
reduced.

[. Introduction

@cs.nthu.edu.tw

X |y |z|[x]|y]| xybz
0O|0]|]O0Of0]|O 0 X X
0O|0]|]1(0]|O0 1
oO|1]|]0{o0]|1 0
o|1]1(0]|1 1 y y
1({0[0}|f1|O0 0
1|1]0|1}1|0 1 z xXy®z
1(1(0|f1|1 1
1/1[1])1]1 0

(@) (b)

Figure 1: 3-bit Toffoli gate (a) truth table; (bjnsbol.

circuit design. Reversible logic has been appl®darious

future technologies, such as ultra-low-power CMQGSigh

Power consumption is a very important issue in muode
VLSI designs. Part of the problem of power dissgatis
resulted from the technological nonideality of shis and
materials. Therefore, fabrication processes haven be
continually improved to reduce power dissipatioheTother
part of the problem arises from Landauer’'s prireifb].
Landauer's principle states that logic computatithed are
irreversible necessarily generate at least klog 2 Joules of
heat energy for every bit of information loss, whde is
Boltzmann's constant and T the absolute temperatire
which computation is performed. This part of energy
dissipation is independent of what the underlyimchtology
is. Although power dissipation due to informatiarsd is
negligible under current technologies, this parteokergy
dissipation would become essential in 2020 or @aifithe
Moore’s Law continues being in effect [20]. Thisdae to
the increasing density in computer hardware. Pebglieve
that there will be more than ¥0ogic devices packed in a
cubiccentimeter [11] in the future. Therefore, 110
conventional devices operating at room tempergfl+=800
k), at a frequency of 10 GHz would dissipate mdrant
3,000,000 Watts of power. Moreover, a computer 00
times as many logic elements would still be of ceable
size, but it would dissipate 3,000,000,000 Wattgpofver
[11].

Reversible computing does not result in informatioss
during the computation process. Thus, it naturakes care
of heating generated due to information loss. Btn[ig
shows that zero energy dissipation would be passhly if
the gates in a network are all reversible. As aultes
reversibility will become an essential property future
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[16], optical computing [3], quantum computing [L2nd
nanotechnology [6]. These technologies exploit rste
gates to reduce the power consumption [13].

To realize a function with reversibility, many resible
logic synthesis algorithms have been proposed
[41[8][9][13][19]. But most of them address thissie from
the aspect of combinational logic. To synthesizaeersble
sequential circuits, reversible sequential elemenish as
latches and flip-flops are necessary. Thus, thipproposes
novel designs of reversible sequential elementh sas
clocked D latch, clocked JK latch, and clocked ftha The
corresponding flip-flop designs are also introduced

The remainder of this paper is organized as follolus
Section 2, we introduce the background of reveesibbic.
In Section 3, we review some existing implementetiof
reversible sequential elements. Then we proposenewr
designs of these reversible sequential elementyenify the
functionalities of them in Section 4. The statistiand
comparison of these new designs and previous week a
presented in Section 5. Section 6 concludes th&.wor

Il. Background

Definition 1: A gate isreversible if and only if the (Bool ean)
function is bijective.

It means that a reversible functiorf:(x, X, ...,%)—>
(Yo,Y2, ...,¥m) Satisfies the condition of one-to-one and onto
mapping between the input and output domains.

It is obvious that the conventional logic gates alraost
irreversible. Among the commonly used gates, on®TN
gate is reversible. AND gate and OR gate are irsiie
because they violate the requirement of reverdiohetion.
One way to make the AND function reversible is ¢ol @ne



input and two outputs as shown in Figure 1(a). AND
function can be obtained in the third output coluxgdz of
Figure 1(a), when setting z = 0. The truth tableAND
function is shown in bold.

Definition 2: A garbage bit is an additional output that
makes an n-input m-output function reversible.

In the reversible AND function as shown in Figur@)1
the outputs x, y are garbage outputs which are tsathke
the function reversible.

A set of reversible gates is needed to synthesizersible
circuits. Several reversible gates have been peapos the
centuries. Here we introduce Toffoli gate and Fiediate
because they will be used in our work.

Toffoli gate: The truth table of 3-bit Toffoli gate is shown in
Figure 1(a) and its symbol is shown in Figure 1&}) The
function of the third column is x§z. That means when
x=y=1, the output is z, otherwise the output isTkis gate
can be used to realize a 2-input reversible ANDCctiom by
setting z as a constant 0 as mentioned. A Toffate gan be

generalized as TOF(C;T), where C is a set of contro

variables {x, X, ..., X1}, T is a target variable {§ and CN
T=@ . TOF®X, X, ..., %1, X iS a gate which maps a
Boolean pattern (X Xz, ..., %1, X)) t0 (%, X, ...y X1,
X1X2. Xn-1DXn).

Fredkin gate Fredkin gate is also called controlled SWAP
gate. Figure 2(a) is the symbol of Fredkin gate Rigdre 2(b)
is its truth table [2]. Its behavior can be desetlilas follows:

if the control bit x is set to 1, the outputs ofagd z are
swapped, otherwise they remain unchanged.
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Figure 2: Fredkin gate (a) symboal; (b) truth table.

A restriction on reversible logic synthesis has be
followed [18]: The fanout count of a signal net magual
one. If two copies of one signal are needed, aicatmn is
necessary.

This restriction is due to the fact that fanoutistare itself
is not reversible. For fanout, the number of inpiginal is
one, but there are two or more output signals. dbee, for
this restriction, we use a 2-bit Toffoli gate (alsalled
Feynman gate) to duplicate a signal. The symba @fbit
Toffoli gate and its truth table are shown in Fey&(@) and
3(b), respectively. The function of the second atitlumn
is xDy. If y is set as a constant 0, a copy of inpuialde x

will be obtained in the second output, which isvghdn bold.
Therefore, the fanout structure in a conventiomivork can
be implemented in this way.
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Figure 3: 2-bit Toffoli gate (a) symbol; (b) truthble.

There are two objectives in reversible circuit bgsis:
1. Minimize the number of gates: the number of gaiges a
simple estimation of the implementation cost okwersible
circuit.
2. Minimize the number of garbage outputs: we nesia
implementation cost (area and power) for those ageb
outputs in reversible circuits. Minimizing the nuenbof
garbage outputs leads to minimizing area and power.

1. Previous Work

Fredkin and Toffoli [2] discussed some topics about
reversible sequential network and first introduced
sequential element in the form of JK flip-flop. Hever, they
did not discuss other popular sequential elemamtk as D
latch, D flip-flop, etc.

Picton [14] proposed a new design of reversiblel&®&h
without clock signal. This work decomposes a cleskl RS
latch into two conventional NOR gates as showniguie 4.
Then each NOR gate is replaced by a Fredkin gatéhw
can implement the function of NOR gate. This newcitre
of RS latch is considered reversible because nitrely
constructed by reversible gates as shown in Fifuta this
work, they did not discuss other reversible sedaknt
elements either.

Fanout
structure

/

1 Q
R Q R

i

Figure 5: The reversible RS

Figure 4: The traditional RS lat latch proposed by Picton [14].

A recent work proposed by Thapliyal et al. [17] iexed
similar approach,direct transformation, to design other
sequential elements such as D latch, JK latchjreddition,
not only Fredkin gate, but also some other revergifates
are used to implement conventional logic gates siscNOR
gate, AND gate, etc. Although many reversible satjae



elements are considered in this work, the impleatent
cost of them is quite large because they did nathén
optimize these reversible sequential elements.

Rice [15] recently proposed a new design of retgdRS
latch to avoid fanout structures in the originalamsible RS
latch design proposed in [14]. The new structureegérsible
RS latch is shown in Figure 6. Moreover, since sather
sequential elements such as D flip-flop, JK flippfl and T
flip-flop can be built by RS latch, this work consits other
reversible sequential elements based on this neergible
RS latch designDirect transformation approach is also
adapted in this work to design sequential elements.

These three work all usiérect transformation approach to
design reversible sequential elements. Direct foamstion
approaches, however, would cause a large numbgatet
and garbage outputs required. Therefore, this papgoses
a new approach to the construction of reversibtpieetial
elements.

1
R
Figure 6: The reversible RS latch proposed by Ri6g

IV. Novel Designs of Reversible Sequential
Elements

Therefore, we adq|og(4ﬂ =2 output variables clk’ and D’ in

the truth table and make the table reversible @swishin
Table 2. Note that different values assigned tsehivo
output columns will affect the result of our desigimder our
assignments in Table 2, we observe that Tablei@eigtical

to Figure 2. Thus, a D latch can be modeled by exliin
gate. This means we only need one Fredkin gate to
implement a reversible D latch. However, if we gssihese
values in different ways, the design may be difiere

Table : The truth table of D latc
cdk [ D] Q [[Qu

PR RrROOOO
PR OORROO
RPORrOROR

PR OORORO

Table 2: The augmented reversible truth table GftEn.
ck | D | Q |[ck | D | Qua

PRPRPPOOCOO

PRPRPPOOCOO

PRPOORRFLPROO
POPRPORORFRO
POPRPORRFLOO
PPRPOORORFRO

Comparing with previous work, if we use direct
transformation method to implement reversible ZHathe
synthesis result would be not good. This is becaase
traditional D latch is built by many irreversiblatgs, using
direct transformation method to construct a rebéedD latch
will cause a large number of gates and garbageutsutp
required.

This section presents our new designs of reversible After synthesizing this augmented reversible florctive

sequential elements. Also, our approach to gettingse
results is introduced in detail.

A. Clocked Reversible Latches
Our synthesis method is a truth table extensiorhaukt

Unlike the direct transformation based method, wendt
replace those irreversible gates with the revezsithes
within a sequential element. Alternatively, we extethe
original irreversible truth table of a sequentikdneent to an
augmented reversible one. We take D latch as ampgira
First, we get the truth table of D latch and makeversible.
Obviously, the truth table of D latch in Table 1rist a
reversible function. The mapping between the inpod
output domains is not one-to-one. Therefore we hawsdd
some garbage outputs to make it reversible. Thenmim
number of garbage outputs required for

output pattern repeated in the truth table [7]this case, O
and 1 are repeated 4 times in the output columm. Q

reversibilit
isﬂog(qﬂ, where q is the maximum number of times an

need to consider the fanout problem. The inpubhGhe next
state comes from the current outpytQThus, an additional
Qn+1 is needed for feedback. Here a Feynman gate éstose
duplicate the output variable,Q Thus, the final structure of
D latch is shown as Figure 7.

"Qn Qn+1
D — D’
clk —clk’
0 B_Qn+1—|

Figure 7: The complete implementation
of reversible D latc.

We verify if this reversible D latch design exactly
implements the behavior of a D latch. The leftmuastt of
Figure 8 shows the Boolean functions obtained fribw
augmented truth table of D latch in Table 2. Togifn the
expression of Boolean equations, the symbol “Clised to
represent input variable clk. The rightmost parffure 8



shows the functions of implemented reversible DcHat
These two expressions are identical, therefore,
functionality of our reversible D latch is correct.

Qn Qn1=CQ, ®DCDHQ,
=DC®Q,C
c=C D D
Qn1 =DCO®Q.C
C CcC=C

Figure 8: Functional verification on reversibledddn.
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Figure 9: T latch (a) structure; (b) functionalifieation;
(c) the augmented truth table.

Similarly, a reversible T latch can be modeled d®foli
gate using the same method. The implementation
reversible T latch is shown in Figure 9(a). Fig@(k) shows
the verification result. Figure 9(c) is the augneentruth
table.

As for JK latch, because its function is quite cterpit is
not easy to model its function using a single reite gate.
Therefore, we exploit a transformation based syithe
algorithm [9] to construct the reversible JK latéfirst, we
also derive the augmented reversible truth tablghasvn in
Table 3. Then, we apply the transformation basedhegis
algorithm to implement the reversible function.
philosophy of the transformation based algorithm tas
cascade some reversible gates such that the oatpthie
truth table is equal to the input. Next, we deseritow to
construct our reversible JK latch in detail.

Table 3: Theaugmented reversible truth table of JK latch

ck | 3| K| Qpllck | | K | Qns1
o[oflo] o o [ofo 0
o|lojo| 1 o |0 o0 1
o|lo|1]|o0 0o |01 0
o|lo|1]|1 0o |01 1
o|1]{0]| o0 o |1]0 0
0|10 1 o |1]0 1
o|1|1]|o0 0 |1]1 0
0|11 1 0 |1]1 1
1|00 0 1 (0] o0 0
1 /0|0 1 1 (0] o0 1
1{o0f1] o0 1 (0] 1 0
1|01 1 1 (11 0
1 |{1l0] 0 1 (1]o0 1
1|10 1 1 (0] 1 1
1 {110 111 1
1 {111 1 |1]o0 0

The

First, we inspect the augmented truth table in the
thdexicographical order until the first output assigent differs

from the input assignment. The first output assigntmvhich
is not equal to input assignment in Table 3 is 1110

Then we want to add some generalized Toffoli ghten
the end of constructed circuit towards its begigrio make
the output assignments be equal to input assigmnéhere
are two rules when we choose a generalized Tajuk.
1. Deal with those bits that should become to 4t:five want
to change the output assignment 1110 to 1011. Hebrecg®
bit should be changed from 1 to 0 and tfebi# should be
changed from 0 to 1. Therefore, we deal with theigfirst.
2. Remain the output assignments which are priothto
current one intact: the output assignments priot kb0 are
identical to their corresponding input assignmersis, we
leave them unchanged. Using TOF(clk’,J' K& or
TOF(clk’,J;Qn.1) are effective to invert the™bit of 1110
and leave the output assignments prior to it ungbdnIn
our design, we choose a TOF(clk',J:;Q and add it to the
end of constructed circuit in this iteration. Ndteat this
process might change other output assignments afte0,
such as 1101 or 1111. Nevertheless, we can refoem in

O{he same way in the later iterations.

In each step, we choose an appropriate generdiaiaoli
gate to synthesize the reversible function accgrdinthese
two rules. The algorithm is terminated until alltbE output
assignments are equal to the input assignmentsre~it0
shows the process of synthesizing this reversilldafch.
After adding a generalized Toffoli gate in eactpstge show
those changed output assignments in bold. Notdhkajates
are identified sequentially from the output sidethie input
side. The resulting circuit has to be reversediarsthown in
Figure 11(a), and the final structure of reversilelatch is
shown in Figure 11(b). The verification of revetsibK latch
is shown in Figure 12. We use Figure 13 to illustrthe
structure of a reversible sequential circuit withe tnew
proposed reversible D latches. The combinational gad
the sequential elements of a reversible sequesit@lit have

—Q,

K

J

clk
S1 S2 S3

Figure 10: The synthesis process of reversibleafi¢hl
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Figure 12: Functional verification on reversible |3ich.
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Figure 11: JK latch (a) the reversible transitiondtion; (b) the
complete implementation.
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Figure 13: An illustration of reversible sequentiatwork.

to be reversible. The clock signal of each revégsib

sequential element would be pulsed by a globakcotirce.

B. Clocked Reversible Flip-Flops

A flip-flop is an edge-triggered sequential elemehtle a
latch is a level sensitive sequential element. alitronal D
flip-flop consists of two D latches and one invertand is
shown in Figure 14 [10].The first D latch is calld master
and the second one is called the slave. Sinceasible D
latch has been built, a reversible D flip-flop cdre
constructed directly by replacing the D latches amerter
with its reversible versions. The behavior andcditme of a
reversible D flip-flop are shown in Figure 15(a)dakigure
15(b), respectively. We can trace the D flip-flopsjn and
compare the function with its truth table. The beéba of
implemented D flip-flop is the same as that of tihuth table
in Figure 15(a). The implementations of reversibi#ip-flop
and JK flip-flop are shown in Figure 16 and Figuir@,
respectively.

D Q D Q

D latch
(master)

D latch
(slave)

|:c Q c Q

Figure 14: An irreversible conventional D flip-flop

Ol

—L R R Qn+1—| 0— — Qua —|
R
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Figure15: D flip-flop (a) behavior; (b) structure.
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Figurel6: T flip-flop (a) behavior; (b) structure.
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Figurel7: JK flip-flop (a) behavior; (b) structure.
V. The Discussion of Results

Table 4 shows the statistics and comparison of naww
designs against that proposed in [17]. Table 5nistreer
statistics and comparison of our designs agairsthan work
proposed in [15]. In these two tables, column lwshthe
types of the sequential element. We use the nuofbgates
and the number of garbage outputs as the costidmscto
measure the quality of a design. Each table israggghinto
two parts by these two costs and each part has toteamns.
In Table 4, the column “Ours” shows the cost of dasign.
The column “[17]" shows the cost reported in [1The



Table 4: The statistics and comparison of our nesighs and previous work [17].

Types NO. of gates NO. of garbage outputs
Ours [17] Ratio (%) Ours [17] Ratio (%)
D latch 2 7 28.6 2 8 25.0
JK latch 4 10 40.0 3 12 25.0
T latch 2 10 20.0 2 12 16.6
JK flip-flop 7 18 38.9 4 21 19.0
Average — — 31.9 — — 21.4

Table 5: The statistics

and comparison of our nesighs and previous work [15].

Types NO. of gates NO. of garbage outputs
Ours [15] Ratio (%) Ours [15] Ratio (%)
D flip-flop 5 11 45.5 3 12 25.0
JK flip-flop 7 12 58.3 4 14 28.6
T flip-flop 5 13 38.5 3 14 21.4
Average — — 47.4 — — 25.0

column “Ratio” is the percentage of Ours/[17]. lesample,
for a D latch design, our implementation has 2 gathile
[17] has 7 gates. The ratio is 2/7=28.6%. The last
“Average” shows the averaged ratio among theserdifit
reversible sequential elements.

In [15], they do not summarize these two kinds of
implementation costs of their reversible sequergiainents.
We count these numbers based on their designseowl s
them in Table 5.

According to the statistics in Table 4 and Tablethg
implementation cost of our designs is smaller ttzat of
these two previous work.

VI. Conclusion

This paper proposes novel designs of basic reversib
sequential elements such as latches and flip-fibps.design
process is also introduced in detail. As comparinith
previous work, the implementation costs of thesev ne
designs are more competitive. Thus, the resultevgnsible
sequential circuits are more cost efficient.
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